
Journal of Survey in Fisheries Sciences 10(1) 2742-2749  2023 

 

2742 

 
 

 
 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

  

 

 

Task Failure Prediction in Cloud Data Centers Using Deep Learning

Ganesh Karthikeyan Relli1*, Saka Uma Maheswara Rao, M.Tech[Ph.D]2, Tulasiraju Nethala, 
M.Tech[P.hD]3, Dr. P. Srinivasulu, M.Tech,P.hD4

1*Student, Department of Computer Science and Engineering, Swarnandhra College Of Engineering and Technology, 

Seetharamapuram, W.G.Dt, Andhra Pradesh, India.
2Associate Professor, Department of Computer Science and Engineering,Swarnandhra College Of Engineering and 

Technology, Seetharamapuram, W.G.Dt, Andhra Pradesh, India.
3Associate Professor, Department of Computer Science and Engineering, Swarnandhra College Of Engineering and 

Technology, Seetharamapuram, W.G.Dt, Andhra Pradesh, India.
4Professor & HOD, Department Of Computer Science and Engineering, Swarnandhra College Of Engineering and 

Technology, Seetharamapuram, W.G.Dt, Andhra Pradesh, India.

*Corresponding Author: - Ganesh Karthikeyan Relli
*Student, Department of Computer Science and Engineering, Swarnandhra College Of Engineering and Technology, 

Seetharamapuram, W.G.Dt, Andhra Pradesh, India.

Abstract:

A  large-scale  cloud  data  center  needs  to  provide  high  service  reliability  and  availability  with  low  failure  occurrence 
probability.  However,  current  large-scale  cloud  data  centers  still  face  high  failure  rates  due  to  many  reasons  such  as 
hardware  and  software  failures,  which  often  result  in  task  and  job  failures.  Such  failures  can  severely  reduce  the 
reliability of cloud services and also occupy huge amount of resources to recover the service from failures. Therefore, it 
is  important  to  predict  task  or  job failures  before  occurrence  with  high  accuracy  to  avoid  unexpected  wastage.  Many 
machine  learning  and  deep  learning  based  methods  have  been  proposed  for  the  task  or  job  failure  prediction  by 
analyzing past system message logs and identifying the relationship between the data and the failures. In order to further 
improve  the  failure  prediction  accuracy  of  the  previous  machine  learning  and  deep  learning  based  methods,  in  this 
paper,  we  propose  a  failure  prediction  algorithm  based  on  multi-layer  Bidirectional  Long  Short  Term  Memory 

(Bi-

LSTM) to identify task and job failures in the cloud. The goal of Bi-LSTM prediction algorithm is to predict whether the 
tasks and jobs are failed or completed. The trace-driven experiments show that our algorithm outperforms other 

state-of-

art prediction methods with 93% accuracy and 87% for task failure and job failures respectively.

Keywords –Cloud datacenters and deep learning.

1. INTRODUCTION

Nowadays, cloud computing service has been wildly used because it provides high reliability, resource saving and also 

on-demand  services.  The  cloud  data  centers  include  processors,  memory  units,  disk  drives,  networking  devices, and 

various types of sensors that support many applications (i.e., jobs) from users. The users can send requests such as store 

data and run applications to the cloud. Each cloud data center is composed with physical machines (PMs) and each PM 

can support a set of virtual machines (VMs). The tasks that are sent from users are processed in each VM. Such a large  

scale cloud data center can host hundreds of thousands of servers which often run tons of applications and receive work 

requests  every  second  from  users  all  over  the  world.  A  cloud  data  center  with  such  heterogeneity and  intensive 

workloads  may  sometimes  be  vulnerable  to  different  types  of  failures  (e.g.,  hardware,  software,  disk failures).  Take 

software failures as an example, Ya-hoo Inc. and Microsoft’s search engine, Bing, crashed for 20 mins in January 2015, 

which cost about $9000 per minute to reboot the system. Previous research found that hardware failure, especially disk 

failure, is a major contributing factor to the outages of cloud services. These many different types of failures will lead to 

the  application  running  failures.  Thus,  accurate  prediction  for the  occurrence  of  application failures  beforehand  can 

improve the efficiency of recovering the failure and application running.
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Fig.1: Example figure 

 

A job is comprised of one or more tasks, each of which is accompanied by a set of resource requirements. A job fails 

when one of its tasks fails. The previous works [3], [7]–[13] use statistical and machine learning approaches such as 

Hidden Semi-markov Model (HSMM) and Support Vector Machine (SVM) to predict the task and job failures in cloud 

data centers. They use CPU usage and memory usage, unmapped page cache, mean disk I/O time and disk usage as 

inputs and the task failure or job failure as the output. However, HSMM and SVM assume that all their inputs are 

stationary and independent of each other which are not true in the cloud data centers. Thus, they cannot handle the 

sequence data or high dimensional data, in which data in time points or different features may be dependent to each 

other. In the cloud data centers, the input features and noisy data are diverse in nature and have dependencies on the past 

events. Thus HSMM and SVM can’t handle the failure prediction in cloud data centers. 

 

2. LITERATURE REVIEW 

Diehard: reliable scheduling to survive correlated failures in cloud data centers: 

In large scale data centers, a single fault can lead to correlated failures of several physical machines and the tasks 

running on them, simultaneously. Such correlated failures can severely damage the reliability of a service or a job. This 

paper models the impact of stochastic and correlated failures on job reliability in a data center. We focus on correlated 

failures caused by power outages or failures of network components, on jobs running multiple replicas of identical tasks. 

We present a statistical reliability model and an approximation technique for computing a job's reliability in the presence 

of correlated failures. In addition, we address the problem of scheduling a job with reliability constraints. We formulate 

the scheduling problem as an optimization problem, with the aim being to achieve the desired reliability with the 

minimum number of extra tasks. We present a scheduling algorithm that approximates the minimum number of required 

tasks and a placement to achieve a desired job reliability. We study the efficiency of our algorithm using an analytical 

approach and by simulating a cluster with different failure sources and reliabilities. The results show that the algorithm 

can effectively approximate the minimum number of extra tasks required to achieve the job's reliability. 

 

Failure prediction of data centers using time series and fault tree analysis 

This paper proposes a framework for online failure prediction of data centers. A data center often has a high failure rate 

as it features a number of servers and components. Moreover, long running applications and intensive workloads are 

common in such facilities. Performance of the system depends on the availability of the machines, which can be easily 

compromised if failure cannot be handled gracefully. The main idea of this paper is to create an effective prediction 

model focusing on hardware failure. Accurate prediction may enhance the overall system performance. In this work, we 

employ two methods, namely, ARMA (Auto Regressive Moving Average) and Fault Tree Analysis. Experiments were 

then performed on a simulated cluster built based on Simi's platform. The results show prediction accuracy of 97%, 

which is very high. We thus believe that our framework is practical and can be adapted to use in data centers in the 

future. 

 

Partial-parallel-repair (ppr): a distributed technique for repairing erasure coded storage 

With the explosion of data in applications all around us, erasure coded storage has emerged as an attractive alternative to 

replication because even with significantly lower storage overhead, they provide better reliability against data loss. 

Reed-Solomon code is the most widely used erasure code because it provides maximum reliability for a given storage 

overhead and is flexible in the choice of coding parameters that determine the achievable reliability. However, 

reconstruction time for unavailable data becomes prohibitively long mainly because of network bottlenecks. Some 

proposed solutions either use additional storage or limit the coding parameters that can be used. In this paper, we 

propose a novel distributed reconstruction technique, called Partial Parallel Repair (PPR), which divides the 

reconstruction operation to small partial operations and schedules them on multiple nodes already involved in the data 

reconstruction. Then a distributed protocol progressively combines these partial results to reconstruct the unavailable 

data blocks and this technique reduces the network pressure. Theoretically, our technique can complete the network 

transfer in ⌈(log2(k + 1))⌉ time, compared to k time needed for a (k, m) Reed-Solomon code. Our experiments show that 

PPR reduces repair time and degraded read time significantly. Moreover, our technique is compatible with existing 

erasure codes and does not require any additional storage overhead. We demonstrate this by overlaying PPR on top of 

two prior schemes, Local Reconstruction Code and Rotated Reed-Solomon code, to gain additional savings in 

reconstruction time. 
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Approaches for resilience against cascading failures in cloud datacenters 

In a modern cloud datacenter, a cascading failure will cause many Service Level Objective (SLO) violations. In a 

cascading failure, when a set of physical machines (PMs) in a failure domain are failed, their workloads are transferred 

to the PMs in another failure domain to continue. However, the new domain receiving additional workloads may 

become overloaded due to the resource oversubscription feature in the cloud, which easily leads to domain failures and 

subsequent workload transfer to other domains. This process repeats and a cascading failure is created finally. However, 

few previous methods can effectively handle the cascading failures. To handle this problem, we propose a Cascading 

Failure Resilience System (CFRS), which incorporates three methods: Overload-Avoidance VM Reassignment 

(OAVR), VM backup set placement (VMset) and Dynamic Oversubscription Ratio Adjustment (DOA). The 

experiments in trace-driven simulation show that CFRS outperforms other comparison methods in terms of the number 

of domain failures, the number of failed PMs and the number of SLO violations. 

 

Proactive incast congestion control in a datacenter serving web applications 

With the rapid development of web applications in datacenters, network latency becomes more important to user 

experience. The network latency will be greatly increased by incast congestion, in which a huge number of requests 

arrive at the front-end server simultaneously. Previous incast problem solutions usually handle the data transmission 

between the data servers and the front-end server directly, and they are not sufficiently effective in proactively avoiding 

incast congestion. To further improve the effectiveness, in this paper, we propose a Proactive Incast Congestion Control 

system (PICC). Since each connection has bandwidth limit, PICC novelly limits the number of data servers concurrently 

connected to the front-end server to avoid the incast congestion through data placement. Specifically, the front-end 

server gathers popular data objects (i.e., frequently requested data objects) into as few data servers as possible, but 

without overloading them. It also re-allocates the data objects that are likely to be concurrently or sequentially requested 

into the same server. As a result, PICC reduces the number of data servers concurrently connected to the front-end 

server (which avoids the incast congestion), and also the number of connection establishments (which reduces the 

network latency). Since the selected data servers tend to have long queues to send out data, to reduce the queuing 

latency, PICC incorporates a queuing delay reduction algorithm that assigns higher transmission priorities to data 

objects with smaller sizes and longer queuing times. The experimental results on simulation and a real cluster based on a 

benchmark show the superior performance of PICC over previous incast congestion problem solutions. 

 

3.METHODOLOGY 

However, the LSTM based prediction methods still have a few shortcomings. First, the methods only consider CPU 

usage, memory usage, cache memory usage, mean disk I/O time, and disk usage as input features. More input features 

may further increase the prediction accuracy. Second, the LSTM based prediction model used single-layer LSTM 

construction which can not handle multiple input features well compared to multi-layer construction. Third, in the cloud 

data center, input features like CPU usage and memory usage are highly related over time. For a given time for 

prediction, the LSTM based prediction model always sets higher weights on the data closer to the time, and lower 

weights on the data further away from the time, with the assumption that the data further away from the time always has 

lower impact to the prediction. However, such settings cannot accurately reflect the impact degree as the further data 

may still have higher impact on the failure (e.g., failures in long term jobs). The performance can be better if the weights 

of data items are determined based on the real data trace. Thus, a new prediction model is needed to build to implement 

failure prediction in the cloud data center in order to achieve better accuracy in prediction. 

 

Disadvantages: 

1. However, current large-scale cloud data centers still face high failure rates due to many reasons such as hardware 

and software failures, which often result in task and job failures.  

2. Such failures can severely reduce the reliability of cloud services and also occupy huge amount of resources to 

recover the service from failures.  

 

To overcome the shortcomings, in this paper, we build a failure prediction model based on multi-layer Bidirectional 

LSTM and name it as Bi-LSTM. First, Bi-LSTM has more input features than previous methods, which include task 

priority, task resubmissions and scheduling delay. Second, Bi-LSTM has multi-layer structure which can better handle 

multiple input features for higher accuracy. Multi-layer construction can narrow the number of parameters in the 

calculating functions but still with the same number of neurons which can reduce the calculation time. Third, Bi-LSTM 

can determine the weights of data items based on their real impact to the failure rather than simply setting higher 

weights to data item closer to the given time for prediction than the data items further away from the time. We perform 

the trace-driven failure prediction study by using Google cluster trace and we compare the performance of Bi-LSTM 

with other state-of-art prediction methods. 
 

Advantages: 

1. Our algorithm detects task failures and job failures with high accuracy.  

2. We also observe that the time cost overhead for Bi-LSTM is almost the same compared with RNN and LSTM, 

which means Bi-LSTM can achieve higher prediction performance with no further time cost.  
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Fig.2: System architecture 

MODULES: 

To implement aforementioned project we have designed following modules 

▪ Data exploration: using this module we will load data into system  

▪ Processing: Using the module we will read data for processing 

▪ Splitting data into train & test: using this module data will be divided into train & test 

▪ Model generation: Random Forest - Decision Tree - KMM - Support Vector Machine - Voting Classifier - CNN - 

CNN+LSTM - LSTM - BiLSTM - RNN - CNN with KFoldVaildation. 

▪ User signup & login: Using this module will get registration and login 

▪ User input: Using this module will give input for prediction 

▪ Prediction: final predicted displayed  

 

4. IMPLEMENTATION 

ALGORITHMS: 

Random Forest:   

Random forest is a Supervised Machine Learning Algorithm that is used widely in Classification and Regression 

problems. It builds decision trees on different samples and takes their majority vote for classification and average in case 

of regression. 

Decision Tree:  

Decision trees use multiple algorithms to decide to split a node into two or more sub-nodes. The creation of sub-nodes 

increases the homogeneity of resultant sub-nodes. In other words, we can say that the purity of the node increases with 

respect to the target variable. 

 

KNN:  

K Nearest Neighbour is a simple algorithm that stores all the available cases and classifies the new data or case based on 

a similarity measure. It is mostly used to classify a data point based on how its neighbours are classified. 

 

Support Vector Machine:  

Support Vector Machine (SVM) is a supervised machine learning algorithm used for both classification and regression. 

Though we say regression problems as well its best suited for classification. The objective of SVM algorithm is to find a 

hyperplane in an N-dimensional space that distinctly classifies the data points. 

 

Voting Classifier:  

A voting classifier is a machine learning estimator that trains various base models or estimators and predicts on the basis 

of aggregating the findings of each base estimator. The aggregating criteria can be combined decision of voting for each 

estimator output. 

 

CNN:  

A CNN is a kind of network architecture for deep learning algorithms and is specifically used for image recognition and 

tasks that involve the processing of pixel data. There are other types of neural networks in deep learning, but for 

identifying and recognizing objects, CNNs are the network architecture of choice. 

 

LSTM:  

Long short-term memory (LSTM) is an artificial neural network used in the fields of artificial intelligence and deep 

learning. Unlike standard feedforward neural networks, LSTM has feedback connections. Such a recurrent neural 

network (RNN) can process not only single data points (such as images), but also entire sequences of data (such as 

speech or video). 

 

  



Journal of Survey in Fisheries Sciences  10(1) 2742-2749  2023 

 

2746 

BiLSTM:  

Bidirectional Long Short-Term Memory (BiLSTM) In general time series processing, LSTM often ignores future 

information. BiLSTM uses two separate hidden. layers to process series data in forward and reverse directions on the 

basis of LSTM, connecting the two hidden. 

 

RNN:  

A recurrent neural network (RNN) is a class of artificial neural networks where connections between nodes can create a 

cycle, allowing output from some nodes to affect subsequent input to the same nodes. This allows it to exhibit temporal 

dynamic behavior. Derived from feedforward neural networks, RNNs can use their internal state (memory) to process 

variable length sequences of inputs. This makes them applicable to tasks such as unsegmented, connected handwriting 

recognition or speech recognition. Recurrent neural networks are theoretically Turing complete and can run arbitrary 

programs to process arbitrary sequences of inputs. 

 

5. EXPERIMENTAL RESULTS 

 
Fig.3: Home screen 

 

 
Fig.4: User registration 

 

 
Fig.5: user login 

 

 
Fig.6: Main screen 
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Fig.7: User input 

 
Fig.8: Prediction result 

 

6. CONCLUSION 

In cloud data centers, high service reliability and availability are crucial to application QoS. In this paper, we proposed a 

failure prediction model multi-layer Bidirectional LSTM (called Bi-LSTM). Bi-LSTM can more accurately predict the 

termination statuses of tasks and jobs using Google cluster trace compared with previous methods. In our method, we 

first input the data into forward state and backward state in order to adjust the weight of both closer and further input 

features. We then find that the further input features is essential to achieving high prediction accuracy. Secondly, in the 

experiments, we compare Bi-LSTM with other comparison methods including statistical, machine learning and deep 

learning based methods and evaluate the performance with three metrics: accuracy and F1 score, receiver operating 

characteristic and time cost overhead. The results show that we achieved 93% accuracy in task failure prediction and 

87% accuracy in job failure prediction. We also achieved 92% F1 score in task failure prediction and 86% F1 score in 

job failure prediction. Our prediction method Bi-LSTM also have low FPR which can also indicate the proactive failure 

management based on prediction results become more effective. We also observe that the time cost overhead for Bi-

LSTM is almost the same compared with RNN and LSTM, which means Bi-LSTM can achieve higher prediction 

performance with no further time cost. 
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