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Abstract  

Sentiment analysis is a key component in various text mining applications. Numerous sentiment classification techniques, 

including conventional and deep-learning-based methods, have been proposed in the literature. In most existing methods, 

a high-quality training set is assumed to be given. Nevertheless, constructing a high-quality training set that consists of 

highly accurate labels is challenging in real applications. This difficulty stems from the fact that text samples usually 

contain complex sentiment representations, and their annotation is subjective. We address this challenge in this study by 

leveraging a new labelling strategy and utilizing a two-level long short-term memory network to construct a sentiment 

classifier. Lexical cues are useful for sentiment analysis, and they have been utilized in conventional studies. For example, 

polar and negation words play important roles in sentiment analysis. A new encoding strategy, that is, ρ hot encoding, is 

proposed to alleviate the drawbacks of one-hot encoding and, thus, effectively incorporate useful lexical cues. Moreover, 

the sentimental polarity of a word may change in different sentences due to label noise or context. A flipping model is 

proposed to model the polar flipping of words in a sentence. We compile three Chinese datasets on the basis of our label  

strategy and proposed methodology. Experiments demonstrate that the proposed method outperforms state-of-the-art 

algorithms on both benchmark English data and our compiled Chinese data. 
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1. INTRODUCTION 

Text is important in many artificial intelligence applications. Among various text mining techniques, sentiment analysis 

is a key component in applications, such as public opinion monitoring and comparative analysis. Sentiment analysis can 

be divided into three problems according to input texts, namely, sentence, paragraph, and document levels. This study 

focuses on sentence and paragraph levels Text sentiment analysis is usually considered a text classification problem. 

Almost all existing text classification techniques are applied to text sentiment analysis. Typical techniques include bag-

of-words (BOW)-based, topic model-based, deep learning-based, and lexicon based (or rule-based) methods. Although 

many achievements have been made and sentiment analysis has been successfully used in various commercial 

applications, its accuracy can be further improved. The construction of a high- 

accuracy sentiment classification model usually entails the challenging compilation of training sets with numerous 

samples and sufficiently accurate labels. The reason behind this difficulty is two-fold. First, the sentiment is somewhat 

subjective, and a sample may receive different labels from different users. Second, some texts contain complex sentiment 

representations, and a single label is difficult to provide. We conduct a statistical analysis of public Chinese sentiment text 

sets in GitHub. The results show that the average label error is larger than 10%. This error value reflects the degree of 

difficulty of sentiment labelling. 
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Figure.1: A lexicon-based approach for sentiment classification 

 

Negation and interrogative sentences are difficult to classify when deep-learning-based methods are applied. Although 

lexicon-based methods can deal with particular types of negation sentences, their generalization capability is poor. We 

address the above issues with a new methodology. First, we introduce a two-stage labelling strategy for sentiment texts. 

In the first stage, annotators are invited to label a large number of short texts with relatively pure sentiment orientations. 

Each sample is labelled by only one annotator. In the second stage, a relatively small number of text samples with mixed 

sentiment orientations are annotated, and each sample is labelled by multiple annotators. Second, we propose a two level 

long short-term memory (LSTM) [6] network to achieve two-level feature representation and classify the sentiment 

orientations of a text sample to utilize two labelled datasets. Third, in the proposed two-level LSTM network, lexicon 

embedding is leveraged to incorporate linguistic features used in lexiconbased methods. Finally, the labels in a word-polar 

dictionary usually contain noise and the polarity of a word can also change in different contexts. A flipping model is 

proposed to model the sentiment polarity flipping of a word in a sentence. Three Chinese sentiment datasets are compiled 

to investigate the performance of the proposed methodology. The experimental results demonstrate the effectiveness of 

the proposed methods. 

 

2. LITERATURE REVIEW 

Twitter as a corpus for sentiment analysis and opinion mining 

Probabilistic topic models have been widely used for sentiment analysis. However, most of existing topic methods only 

model the sentiment text, but do not consider the user, who expresses the sentiment, and the item, which the sentiment is 

expressed on. Since different users may use different sentiment expressions for different items, we argue that it is better 

to incorporate the user and item information into the topic model for sentiment analysis. In this paper, we propose a new 

Supervised User-Item based Topic model, called SUIT model, for sentiment analysis. It can simultaneously utilize the 

textual topic and latent user-item factors. Our proposed method uses the tensor outer product of text topic proportion 

vector, user latent factor and item latent factor to model the sentiment label generalization. Extensive experiments are 

conducted on two datasets: review dataset and microblog dataset. The results demonstrate the advantages of our model. It 

shows significant improvement compared with supervised topic models and collaborative filtering methods. 

 

Convolutional neural networks for sentence classification 

We report on a series of experiments with convolutional neural networks (CNN) trained on top of pre-trained word vectors 

for sentence-level classification tasks. We show that a simple CNN with little hyperparameter tuning and static vectors 

achieves excellent results on multiple benchmarks. Learning task-specific vectors through fine-tuning offers further gains 

in performance. We additionally propose a simple modification to the architecture to allow for the use of both task-specific 

and static vectors. The CNN models discussed herein improve upon the state of the art on 4 out of 7 tasks, which include 

sentiment analysis and question classification. 

 

Lexicon based methods for sentiment analysis: 

We present a lexicon-based approach to extracting sentiment from text. The Semantic Orientation Calculator (SO-CAL) 

uses dictionaries of words annotated with their semantic orientation (polarity and strength), and incorporates 

intensification and negation. SO-CAL is applied to the polarity classification task, the process of assigning a positive or 

negative label to a text that captures the text's opinion towards its main subject matter. We show that SO-CAL's 

performance is consistent across domains and in completely unseen data. Additionally, we describe the process of 

dictionary creation, and our use of Mechanical Turk to check dictionaries for consistency and reliability. 
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Context-sensitive lexicon features for neural sentiment analysis 

Sentiment lexicons have been leveraged as a useful source of features for sentiment analysis models, leading to the state-

of-the-art accuracies. On the other hand, most existing methods use sentiment lexicons without considering context, 

typically taking the count, sum of strength, or maximum sentiment scores over the whole input. We propose a context-

sensitive lexicon-based method based on a simple weighted-sum model, using a recurrent neural network to learn the 

sentiments strength, intensification and negation of lexicon sentiments in composing the sentiment value of sentences. 

Results show that our model can not only learn such operation details, but also give significant improvements over state-

of-the-art recurrent neural network baselines without lexical features, achieving the best results on a Twitter benchmark. 

 

3.METHODOLY 

The construction of a high-accuracy sentiment classification model usually entails the challenging compilation of training 

sets with numerous samples and sufficiently accurate labels. The reason behind this difficulty is two-fold. First, the 

sentiment is somewhat subjective, and a sample may receive different labels from different users. Second, some texts 

contain complex sentiment representations, and a single label is difficult to provide. We conduct a statistical analysis of 

public Chinese sentiment text sets in GitHub. The results show that the average label error is larger than 10%. This error 

value reflects the degree of difficulty of sentiment labelling. Negation and interrogative sentences are difficult to classify 

when deep-learning-based methods are applied. Although lexicon-based methods can deal with particular types of 

negation sentences, their generalization capability is poor. 

 

Disadvantages: 

1. some texts contain complex sentiment representations, and a single label is difficult to provide  

2. generalization capability is poor 

3. The average label error is larger than 10%. This error value reflects the degree of difficulty of sentiment labelling. 
 

We address the above issues with a new methodology. First, we introduce a two-stage labelling strategy for sentiment 

texts. In the first stage, annotators are invited to label a large number of short texts with relatively pure sentiment 

orientations. Each sample is labelled by only one annotator. In the second stage, a relatively small number of text samples 

with mixed sentiment orientations are annotated, and each sample is labelled by multiple annotators. Second, we propose 

a two level long short-term memory (LSTM) network to achieve two-level feature representation and classify the 

sentiment orientations of a text sample to utilize two labelled datasets. Third, in the proposed two-level LSTM network, 

lexicon embedding is leveraged to incorporate linguistic features used in lexiconbased methods. Finally, the labels in a 

word-polar dictionary usually contain noise and the polarity of a word can also change in different contexts. A flipping 

model is proposed to model the sentiment polarity flipping of a word in a sentence. 

 

Advantages: 

1. Effectively incorporate useful lexical cues. 

2. Achieved the highest accuracies on these three data corpora. 

 
Figure.2: The whole two-level LSTM network with lexicon embedding in both the input and attention layers. 

 

MODULES: 

To implement aforementioned project we have designed following modules 

▪ Data exploration: using this module we will load data into system  

▪ Processing: Using the module we will read data for processing 

▪ Splitting data into train & test: using this module data will be divided into train & test 

▪ Model generation: Random Forest - Decision Tree - KMM - Support Vector Machine - Voting Classifier - CNN - 

CNN+LSTM - LSTM - BiLSTM - RNN - CNN with KFoldVaildation. 
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▪ User signup & login: Using this module will get registration and login 

▪ User input: Using this module will give input for prediction 

▪ Prediction: final predicted displayed  

4. IMPLEMENTATION 

ALGORITHM 1: ρTl-LSTM 

Input: Training sets T1 and T2; dictionary of key lexical words; POS for each word; dictionary of conjunction words; 

character/word embeddings for each character/word; parameters λ1 and λ2. 

Output: A trained two-level LSTM for sentiment classification. 

Steps: 

1. Construct the ρ-hot-based embedding vector for each word (including punctuation) in the clauses in T1. The 

embeddings include the character/word and lexicon embeddings of each character/word; 

2. Construct the embedding vector for each conjunction word in each clauses as the input for the second-level LSTM; 

3. Train the two-level LSTM on the basis of the input embedding vectors and labels of polar words, the T1 text clauses, 

and the T2 text samples. 

 

5. EXPERIMENTAL RESULTS 

 

 
Figure 3: Home screen 

 

 
Figure 4: User registration 

 

 
Figure 5: User Login 
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Figure 6: User input 

 

 
Figure 7: Prediction result 

 

 
Figure 8: User input for lexicon based 

 

 
Figure 9: Output for lexicon based 

 

6. CONCLUSION 

High-quality labels are crucial for learning systems. Nevertheless, texts with mixed sentiments are difficult for humans to 

label in text sentiment classification. In this study, a new labelling strategy was introduced to partition texts into those 

with pure and mixed sentiment orientations. These two categories of texts were labelled using different processes. A two-

level network was accordingly proposed to utilize the two labelled data in our two-stage labelling strategy. Lexical cues 

(e.g., polar words, POS, and conjunction words) are particularly useful in sentiment analysis. These lexical cues were used 

in our two-level network, and a new encoding strategy, that is, ρ-hot encoding, was introduced. ρ-hot encoding was 
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motivated by one-hot encoding. However, the former alleviates the drawbacks of the latter. Due to labelling noise or 

context, the polarity of a word varied in different texts. A flipping model was proposed to model the polarity flipping 

process. Three Chinese sentiment text data corpora were compiled to verify the effectiveness of the proposed 

methodology. Our proposed method achieved the highest accuracies on these three data corpora. On English data corpora, 

the proposed method outperformed state-of-the-art algorithms. The proposed two-level network and lexicon embedding 

can also be applied to other types of deep neural networks.  

In our future work, we will extend our main idea into several networks and text mining applications. 
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