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Abstract:In this work, we look into hybrid differential equations with maxima and discuss about approximation of the 

solutions. The primary solution is based on the Dhage iteration technique, which is contained in Dhage's recent hybrid 

fixed point theorem in a partly ordered normed linear space. 
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1. INTRODUCTION 

The study of fixed point theorems for the contraction mapping in partially ordered metric spaces is initiated in [21] which 

is further continued by[19] and applied to periodic boundary value problems of nonlinear differential equations for 

proving the existence results under certain monotonic conditions, similarly, the study of hybrid fixed point theorems in a 

partially ordered metric space is initiated by [8,9,11] with applications to nonlinear differential and integral equation 

under weaker mixed conditions  of nonlinearities [10,12] and the references therein. The Dhage iteration technique 

encapsulated in a hybrid fixed point theorem is used in this work to examine the existence of approximate solutions to 

certain hybrid differential equations with maxima. The findings of this study are novel in the field of nonlinear differential 

equations with maxima, according to the authors. 

Given a closed and bounded interval of the real line R for some T > 0, we consider the following HDE of 

order periodic boundary value problems, 
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For all  TJt ,0= and RRJgf →:, are continuous functions. 

By solutions of equation (1.1) we mean a function ),(1 RJCx that satisfies equation (1.1), where  ),(1 RJC  is the 

space of continuously differential real- valued functions defined on J .Differential equations with maxima are useful in 
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the theory of automated control System applications. There have been several results on existence and uniqueness, 

asymptotic stability, and numerical solutions for such equations [1, 20]. 

 

The Periodic Boundary Value Problem’s ofnonlinear first order ordinary differential equations have also been a topic of 

a great interest since long time. The Hybrid Differential Equation (1.1) is a linear perturbation of first type of the Periodic 

Boundary Value Problem of First order nonlinear differential equations. The details of different types of perturbation 

appear in [13]. The Special cases of Hybrid Differential Equation (1.1) are 
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The hybrid differential equation (1.3) has been studied earlier using Picards method [1].Very recentlyauthors [20]have 

initiated the study of initial value problems of first order ordinary nonlinear differential equations via new Dhage iteration 

method. However, to the best of author’s knowledge the Hybrid Differential Equation (1.3) is not discussedvia Dhage 

Iteration method. Therefore, Hybrid Differential Equation (1.1) is new to the iteration in the set up of Dhage iteration 

method. In this paper we discuss the Hybrid Differential Equation (1.1) for approximation of the solutions via a new 

approach based upon Dhage iteration method which include the existence and approximation results for Hybrid 

Differential Equations (1.2) and (1.3) as special cases which are again new to the theory of differential equations.The next 

part contains some preliminaries as well as the primary tool that will be used to prove the paper's major finding. 

 

2. PRELIMINARIES 

Throughout this paper,let denote a partially ordered normed linear space. Two elements  and  in  are 

said to be comparable if either the relation    holds.Elements of  are comparable if  is totally 

ordered (that is chain)  

It is known that is regular if {  is a nondecreasing (resp.nonincreasing) sequence in such that  →  as n

, then (resp. ) for all .The conditions guaranteeing the regularity of   may be found in[18]. 

We need the following definitions[8,9]as follows. 

Definition 2.1 [9]:A mapping   is called isotone or monotone nondecreasing if it preserves the order relation 

that is , if x  implies x  for all . Similarly, is called monotone nonincreasing if x  implies 

 for all . If  is called monotonic if it is either monotone nondecreasing or monotone nonincreasing 

on  

 

Definition 2.2[9]:A mapping : is called partially continuous at a point if for 0 there exists a

 such that|| ||<  whenever is comparable to  and . is called partially continuous 

on  if it is partially continuous at every point of it.It is clear that if  is partially continuous on ,then it is partially 

continuous on every chain contained in  

 

Definition2.3 [9]:A nonempty subset  of the partially ordered Banach space  is called partially bounded if every chain 

 in  is bounded. An operator  on partially normed linear space  into itself is called partially bounded if  is a 

partially bounded subset of .  is called uniformly partially bounded if all chains  in  are bounded by a unique 

constant. 

 

Definition 2.4 [9]:  A non-empty subset  of the partially ordered Banach space is called partially compact if every 

chain  in  is relatively compact subset of .A mapping :  is called partially compact if  is a partially 
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relatively compact subset of . is called uniformly partially compact if  is uniformly partially bounded and partially 

compact operator on .  is called partially totally bounded subset  of , is a partially relatively compact subset 

of . If  is partially continuous and partially totally bounded,then it is called completely continuous on  

 

Remark 2.1:Suppose that  a nondecreasing operator on  into itself. Then partially bounded or partially compact 

if is bounded or relatively compact subset of  for each chain  in  

 

Definition 2.5 [9]: The order relation  and the metric on a non-empty set  are said to be compatible if  nx is a 

monotone sequence, that is,monotone nondecreasing or monotone nonincreasing sequence in  and if a subsequence 

of { } convergesto implies that the original sequence { } converges to .Similarly, given a partially 

ordered normed linear space , the order relation and the norm ||.|| are said to compatible if and the 

metric  defined through the norm . are  compatible. A subset  of is called Janhavi if the order relation  and the 

metric   or norm ||.|| are compatible in it.If , then  is referred to as Janhavi Banach space. 

Particularly, the set  of real numbers with usual order relation   and the norm given by the absolute value function 

.  has this characteristic. Similarly, the finite dimensional Euclidean space 
nR  with usual component wise order 

relation and the standard norm possesses the compatibility property and so is a Janhavi Banach space. 

 

Definition 2.6 [9]: An upper semi-continuous and monotone nondecreasing function ++ → RR:  is called a −D

function provided ( ) 00 = . An operator EET →:   is called partially nonlinear −D  contraction if there exists a D

- function  such that 

 

                                                                            
( )yxTyTx −− 

                                                                          
(2.1) 

 

For all comparable elements ,, Eyx  where ( ) rr 0 for 0r . In particular, ( ) Tkrkr ,0, = is 

called a partial linear contraction on E with a contraction constant .k  

 The Dhage iteration method embodied in the following applicable hybrid fixed point theorem of [9] in a partially 

ordered normed linear space is used as a key tool for our work contained in [10,12,15].  

 

Theorem 2.1 [9]:Let be a regular partially ordered complete normed linear space such that every compact 

chain EofC   is Janhavi. Let EEBA →:,  be two nondecreasing operators such that 

( )Aa is partially bounded and partially nonlinear −D contraction 

( )b B is partially continuous and partially compact, and  

( )c There exists an element Ex 0  such that 00000 BxAxxorBxAxx ++  . 

Then the operator equation xBxAx =+  has a solution 
*x  in E  and the sequence  nx  of successive iteration defined 

by .......,3,2,1,0,1 =+=+ nBxAxx nnn converges monotonically 

 

3. MAIN RESULT 

Here, we prove approximation result for Hybrid DifferentialEquation (1.1) on a closed and bounded interval  TJ ,0=

under mixed partial Lipschitz and partial compactness type conditions on the nonlinearities involved in it. We place the 

Hybrid Differential Equation (1.1) in the function space ( )RJC ,  of continuous real-valued functions defined on J . 

We define norm .  and the order relation   in ( )RJC ,  by 

 

                                                                                                                                

)(sup txx
Jt

=                                     

(3.1)                                                                          

And 
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Jtallfortytxyx  )()(

                                   
(3.2)

 

 

Clearly, ( )RJC ,  is a Banach space with respect to above norm defined in (3.1) and also partially ordered w.r.to the 

above partially order relation  . It is known that the partially ordered Banach space ( )RJC ,  is regular amd lattice so 

that every pair of elements of E has a lower and an upper bound in it. The following useful lemma concering the Janhavi 

Subsets of ( )RJC , follows immediately form the Arzela-Ascoli theorem for compactness. 

 

Lemma 3.1: ( )( ).,,, RJCLet  be a partially ordered Banach space with the norm . and the orderd relation   

defined by ( 3.1) & (3.2) respectively. Then every partially compact subset of ( )RJC ,  is Janhavi. 

Proof: The proof of lemma is well known and appears in [10,12,14,15]. 

 

 

Lemma 3.2: For any function ( ) xRJL ,,1 is a solution to the differential equation 
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It is a solution of the integral equation if and only if 
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Notice that the Green’s function G  is continuous and nonnegative on JJ   and therefore, the number                                       

( )   TststGK ,0,:,max: =   exists for all
+R .  

For the sake of convenience, we write ( ) ( ) KKandstGstG ==  ,, . 

 

Lemma 3.3: If there exists a differentiable function ( )RJCu ,  such that  
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( ) thenRJLandRWhereJt ,,0,, 1 

 
                                                                

( ) ( ) ( ) )7.3(,,
0


T

dssstGtu 

 

For all Jt , where ( )stG , is a Green’s function given by (3.5)  

Proof:Suppose that the function ( )RJCu ,  satisfies the inequality given in (3.6). 

Multiplying the first inequality in (3.6) by ,te
 

( )( ) ( )tetue tt  


 

A direct integration of above inequality from tto0 yields 
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( ) ( ) ( ) )8.3(J.  tallfor       0
0

 +

t
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Therefore, in particular 
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0

+

T

st dsseutue 
 

                 Now  ( ) ( ) hasonesoTuu ,0   

                                                                                         

( ) ( ) )10.3(0 TT eTueu    

From (3.9)  and (3.10) it follows that 
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Which further yields 
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Substituting (3.12) in (3.8) we obtain 

( )tu ( ) ( )
T

dssstG
0

,  for all Jt . 

Hence the proof is completed. 

For getting result we required the following definition. 

 

Definition 3.1: A function ( )RJCu ,1  is said to be a lower solution of the equation (1.1) 

If it satisfies 
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For all Jt . Similarly, differentiable function ( )RJCv ,1  is called an upper solution of Hybrid Differential Equation 

(1.1)if the above inequality is satisfied with reverse sign. 

In what follows, we explore the following set of assumptions: 

( )1A There exists constant   with0,0  such that 

( )  ( )  ( )yxyytfxxtf −+−+  ,,0  

For all 1,.,,  TKMoreoveryxRyxandJt   

( )2A  There exists a constant 0gM such that ( ) gMxtg , for all RxJt  ,  

( )3A ( )xtg ,  is nondecreasing in x  for each Jt . 

( )4A Hybrid Differential Equation (1.1) has a lower solution ( )RJCu ,1  

Now we consider the following Hybrid Differential Equation 
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Remark3.1: A function ( )RJCu ,1 is a solution of the Hybrid Differential Equation (3.13) if and only if it is solution 

of the Hybrid Differential Equation (1.1) defined on J . 

In the next section, we also explore the following Hypothesis. 

( )5A  There exists a constant 0fM such that ( ) f
t
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Lemma 3.4: Suppose that hypotheses ( ) ( ) ( )532 , AandAA  hold. Then a function ( )RJCx ,  is a solution of 

Hybrid Differential Equation (3.3) if and only if it is solution of the nonlinear hybrid integral equation (in short Hybrid 

Integral Equation) 
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Theorem3.1: Suppose that Hypotheses ( ) ( )51 AA −  hold. Then the Hybrid Differential Equation (1.1) has a solution 
*x  

defined on J  and the sequence  nx  of successive approximation defined by  ux =0  
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For all Jt  converges monotonically to 
*x . 

 

Proof:Set ),( RJCE = . Then, in view of Lemma (3.1), every compact chain C in E possesses the compatibility 

property with respect to the norm .  and the order relation   so that every compact chain C in Janhavi in .E  

   Define two operators byEonBandA  
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From the continuity of the integral, it follows that BandA define the operators EEBA →:, . 

Applying Lemma (3.4), the Hybrid Differential Equation (1.1) is equivalent to the operator equation  

( ) ( ) JttxtBxtAx =+ ,)(
 

 

Now, we show that the operators BandA satisfy all the condition of theorem (2.1) in a series of following steps 

 

Step I: BandA are nondecreasing on E . 

Let Eyx ,  be such that .yx   Then by hypothesis ( ) getweA ,1  
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For all .Jt  

Next, we show that the operator B is also nondecreasing on .E  Let Eyx ,  be such that .yx  Then ( ) ( )tytx 

for all .Jt  Since y  is continuous on  t,0 , there exists a  ta ,*   such that 
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Now, using hypothesis ( )3A , it can shown that the operator B is also nondecreasing on E . 

 

Step II: A  is partially contraction and partially bounded on E .  

Let Ex  be arbitrary. Then by ( )5A  we have 
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For all Jt . Taking the supremum over t . We obtain ( ) TKMtAx
f
~ and so, A is a bounded operator on .E

this implies that A  is partially bounded on E . 

 Let Eyx ,  such that yx .Then by ( ) haveweA1  
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for all Jt . Taking the supremum over ,t  we obtain yxLAyAx −− for all Eyx , with yx , Where 

1= TKL  . Hence A is a partially contraction on E and which also implies that A is partially continuous on E . 

 

Step –III: B is partially continuous on E  

Let  
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For all .Jt  this shows that nBx  converges monotonically to Bx point wise on .J  

Now we show that  
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Uniformly for all Nn . This shows that the convergence BxBxn →  is uniform and hence B is partially continuous 

on. 
 

Step IV: The operator is partially compact on  

Let  be an arbitrary chain in  We Show that  in uniformly bounded and equicontinous set in . First we show 

that  is uniformly bounded.  

Let  be any element and Then there is an another element  such that . 

By hypothesis  

)()( tBxty =  

( ) ( ) 






=


T

s
dsxsgstG

0
0
max,, 


 

( ) ( ) dsxsgstG

T

s 









0
0
max,, 


 

rKTM g =  

For Jt . Here we acquire supremum over t  we obtain ,rBxy   for all ( )CBy . Hence ( )CB  in 

uniformly bounded subset of E . Next we show that  ( )CB  is an equicontinous set in E  

Let 2121 ,, ttwithJtt  . Then, for any ( )CBy , one has  

( ) ( ) ( ) ( )1212 tBxtBxtyty −=−  

( ) ( ) ( ) ( )  






−






=


T
T

sS
dsxsgstGdsxsgstG

0
0 0

1
0

2 max,,max,, 


 

( ) ( ) ( ) 






−


T

s
dsxsgstGstG

0
0

12 max,,, 


 

( ) ( ) −

T

g dsstGstGM
0

,12 ,,  

210 ttas →→  
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Uniformly for all ( )CBy . This shows that ( )CB  is an equicontinuous subset of E . 

So ( )CB  is a uniformly bounded and equicontinous set of functions in E . Hence it is compact in view of Arzela-Ascoli 

theorem. Consequently EEB →: is a partially compact operator of E into itself. 

 

Step V: u  satisfies the inequality  .BuAuu +
 

By hypothesis ( )4A  the equation )1.1(  has a lower solution u  defined on J . 

Then we have 

                             

( ) ( )( ) ( )

( ) ( )
( )19.3

,0

,max,,
0

















+


Tuu

Jtutgtutftu
t




 
A direct application of lemma(3.3) yields that 

               

( ) ( ) ( ) ( ) ( ) )20.3(max,,max,,
0

0
0

0
dsusgstGdsusfstGtu

T

s

T

s  






+












 

For ,Jt from definitions of the operators BandA  it follows that ( ) ( ) ( ),tButAutu + for all Jt .Hence,

BuAuu + . Thus BandA satisfy all conditions of theorem (2.1) and we apply it to conclude that the operator 

equation xBxAx =+  has a solution.Consequently the integral equation and the equation (1.1) has a solution 
*x  

defined on .J Furthermore, the sequence  
=0nnx  of successive approximation defined by (3.5) converges 

monotonically to 
*x .  

This completes the proof. 
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