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ABSTRACT 

 Chronic obstructive pulmonary disease is a dangerous and progressive lung disorder characterized by 

symptoms such as shortness of breath, coughing, and mucus production It is caused by long-term exposure to 

environmental contaminants such as cigarette smoking, chemical fumes, and dust. COPD detection is a key role 

in medical diagnosis, and a correct diagnosis of this condition is required for appropriate therapy. Deep learning 

techniques such as convolutional neural networks (CNNs) have shown promising results in image-processing 

tasks in recent years. In this study, The TensorFlow framework is used to diagnose COPD from lung X-ray 

pictures using a CNN-based technique. The proposed CNN architecture was trained on a large dataset of lung 

X-ray scans to understand the properties of normal and COPD patients Predictions from the model include 

performance metrics such as accuracy, precision, recall, and F1 score. The model's performance is validated 

using a validate large dataset, and the usability and functionality of the user interface are tested. The results 

demonstrate that deep learning models and user interfaces have the ability to diagnose COPD from medical 

pictures, potentially improving the efficiency and accuracy of COPD diagnosis and care The suggested approach 

has the potential to assist radiologists and clinicians in the early diagnosis of COPD and the timely 

commencement of appropriate management and therapy. Further research and development might have a 

substantial influence on improving patient outcomes and lowering healthcare expenses.  

KEYWORDS: Detection, Chronic Obstructive Pulmonary Disease, TensorFlow, Convolutional Neural 

Network, Deep Learning. 

 

Introduction 

Millions of people worldwide suffer 

from chronic obstructive pulmonary 

disease, a common and progressive lung 

ailment. [1]. Although correct and prompt 

identification of COPD might be difficult, 

doing so can considerably improve patient 

outcomes. Deep learning methodologies, 

particularly deep learning technologies 

such as Convolutional Neural Networks 

(CNNs), have gained popularity in recent 

years for identifying COPD. [2]. CNNs 

have demonstrated potential for detecting 

patterns and characteristics in medical 

pictures that are suggestive of COPD, 

enhancing diagnostic accuracy, speed, and 

consistency. This strategy has the potential 

to revolutionize the diagnosis and 

treatment of COPD by enabling earlier 

identification and intervention, eventually 

leading to better patient outcomes. The 

purpose of this study is to develop a 

system that employs deep learning to 

detect COPD in this circumstance. [3]. The 

program will take as its input medical 

scans of the lungs, run them through a pre-
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trained CNN model, and then output a 

diagnosis along with a likelihood score 

The objective of this work is to develop a 

deep-learning model that can identify 

COPD from chest X-rays using 

TensorFlow's Keras API. In order to 

prepare the images for pre-processing and 

collect the image of chest X-rays from 

patients with and without COPD and 

resized and normalized the pixel values. 

After that, created a CNN architecture with 

several convolutional and pooling layers, 

then fully - connected layers. To establish 

a system that can be applied to a rapid and 

accurate diagnosis. A collection of medical 

photographs will be used to test the 

system, and the findings will be compared 

to those produced using conventional 

diagnostic techniques. It is hoped that this 

research will help to create more practical 

and successful techniques for identifying 

and treating COPD. If these models are 

effective, they might increase the speed 

and precision of COPD diagnosis and 

treatment, improving patient outcomes. 

 

Literature Review 

 Several medical professionals have 

employed a range of techniques to find 

lung illnesses. There has been an explosion 

in interest in using deep learning to 

diagnose Chronic Obstructive Pulmonary 

Disease in recent years. You might find the 

following recent research helpful in 

performing a literature review on this 

subject. 

 J. Sun et al. (2021) presented 

"Deep learning was applied to identify 

chronic obstructive pulmonary disease 

using low-dose chest computed 

tomography": In this investigation, low-

dose chest CT scans were utilized to 

identify COPD. The outcomes 

demonstrated that the deep learning model 

performed better at identifying COPD than 

conventional machine learning techniques. 

[5]. Srivastava A et al. (2021) proposed 

deep learning as a technique for the early 

detection of chronic obstructive pulmonary 

disease in chest X-rays. The outcomes 

demonstrated that the deep learning model 

has a high sensitivity and specificity for 

early-stage COPD detection [6]. R.P. 

Kumar et al. (2019) released a paper 

named "Identification of chronic 

obstructive pulmonary disease in chest X-

rays using deep convolutional neural 

networks": Deep convolutional neural 

networks (DCNNs) were employed in this 

study's analysis of chest X-rays to identify 

COPD. The outcomes demonstrated that 

the DCNN model performed better in 

detecting COPD than conventional 

machine learning techniques. These 

experiments show how deep learning may 

be used to identify COPD in medical 

images [7]. Multilayer neural networks 

(MNNs) were proposed by Er and 

Temurtas (2008) for the diagnosis of 

COPD. The study examined pulmonary 

function test (PFT) data from 150 

individuals, 75 of whom had COPD and 

75 of whom were healthy controls. Based 

on PFT data, the MNN model was trained 

to identify individuals with COPD or non-

COPD. The MNN model had an overall 

accuracy of 90.7% in categorizing COPD 

patients, according to the authors. The 

model's sensitivity and specificity were 

92.0% and 89.3%, respectively. According 

to the findings of the study, MNNs might 

be a valuable technique for diagnosing 

COPD using PFT data. This study, 

however, had certain drawbacks. For 

starters, the sample size was limited, and 

the study only employed PFT data to 

identify COPD, which may not be enough 
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for an appropriate diagnosis. Additionally, 

the study did not explore the use of other 

machine learning techniques or imaging 

modalities, which may provide additional 

information for COPD diagnosis [17]. 

Bellos et al. The authors classified the 

patient's health condition as stable or 

unstable using machine learning methods 

such as decision trees, k-nearest neighbor, 

and support vector machines. The system 

achieved an overall accuracy of 86.3% in 

classifying the patient’s health status. The 

study concluded that the intelligent system 

could provide useful information for the 

management of COPD patients' health 

status. However, the study had several 

drawbacks, such as limited sample size 

and a lack of validation on an independent 

dataset. Additionally, the study only 

classified patients' health status as stable or 

unstable and did not diagnose COPD or 

distinguish between different severity 

levels of COPD [18]. Radogna et al., 

suggested a new distributed telemedicine 

system for monitoring exhaled air in 

COPD (chronic obstructive pulmonary 

disorder) patients receiving outpatient 

Ventrilo-therapy. The system includes a 

portable device that measures exhaled 

breath and sends the data to a remote 

server for analysis. The system also 

includes a web-based platform that allows 

healthcare professionals to remotely 

monitor patients' exhaled breath data and 

adjust their therapy as needed. The study 

evaluated the accuracy and reliability of 

the system by comparing exhaled breath 

measurements taken by the system to those 

taken by traditional methods in a group of 

COPD patients. The results showed that 

the system provided accurate and reliable 

measurements of exhaled breath and that 

the web-based platform was effective in 

allowing healthcare professionals to 

remotely monitor patients' therapy. The 

authors suggest that this new telemedicine 

system could improve the management of 

COPD patients by allowing for more 

frequent and convenient monitoring of 

exhaled breath, which can be used to 

adjust therapy and prevent exacerbations 

[19]. The authors used a dataset of 91 CT 

images from patients with COPD, which 

were pre-processed and normalized before 

being fed into the CNN. They trained the 

CNN using a variety of loss functions and 

assessed the model's performance using 

measures like as accuracy, sensitivity, 

specificity, and area under the receiver 

operating characteristic curve (AUC-

ROC). The suggested technique for COPD 

classification attained an accuracy of 

86.9%, a sensitivity of 83.3%, a specificity 

of 90.0%, and an AUC-ROC of 0.925. The 

authors also performed a feature 

visualization analysis to investigate the 

most informative regions in the CT images 

for the classification task. Overall, the 

paper demonstrates the potential of using 

3D CNNs for automated COPD 

classification on CT images, which can 

help improve diagnosis and treatment 

planning for patients with COPD [20]. 

    

Proposed System 

Detecting COPD from chest X-rays 

using deep-learning CNNs has been a topic 

of interest in recent years. There are 

existing systems that employ deep-

learning CNNs to detect COPD from chest 

X-rays, such as the system proposed by 

Gao et al. (2020). Their system used a 

CNN model to classify chest X-rays into 

COPD-positive and COPD-negative 

categories. 

However, their system did not include a 

user interface for displaying results and 

facilitating discussion. A user interface can 
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greatly improve the usability of the system 

by allowing healthcare professionals to 

easily upload images, view results, and 

discuss the findings with colleagues. A 

user interface can also provide additional 

information about the model's predictions, 

such as the probability score associated 

with the prediction. 

This system proposes to extend the 

existing system proposed by Gao et al. 

(2020) by adding a user interface to 

display results and facilitate discussion.  

Here TensorFlow is used to develop the 

CNN model and integrate it with a web 

application that includes a user interface. 

The web application can allow healthcare 

professionals to upload images of chest X-

rays, which are then processed by the CNN 

model to determine if the patient has 

COPD or not. The results can be displayed 

on the user interface along with the 

probability score associated with the 

prediction. 

The proposed system will have the 

following workflow: 

I. The user uploads a chest X-ray 

image through the user interface. 

II. The image is pre-processed to 

ensure that it is of high quality and 

that any irrelevant information is 

removed. 

III. The pre-processed image is passed 

through the CNN model, which 

makes a prediction on whether the 

image indicates the presence of 

COPD. 

IV. The result of the prediction is 

displayed to the user through the 

user interface. 

V. The user can discuss the results 

with colleagues using the user 

interface. 

 

Advantages: 

Adding a user interface to existing 

systems that employ deep-learning CNNs 

to detect COPD from chest X-rays can 

greatly improve the system’s usability and 

facilitate discussion among healthcare 

professionals. By integrating the CNN 

model with a web application that includes 

a user interface and developing a more 

comprehensive strategy that can help 

healthcare professionals detect COPD at 

an early stage and improve patient 

outcomes. 

 

Deep learning approaches in 

TensorFlow: 

Deep learning is a kind of machine 

learning that involves retraining artificial 

neural networks using large amounts of 

data to do difficult tasks such as speech 

recognition, image recognition, and natural 

language processing. One example of a 

deep neural network is convolutional 

neural networks (CNNs), which excel in 

image recognition tasks. 

A high-level interface for creating and 

training neural networks is provided by 

Google's open-source TensorFlow deep 

learning framework. It includes a suite of 

tools and libraries that enable developers 

to build and deploy machine learning 

models at scale. TensorFlow's Keras API 

provides a user-friendly interface for 

building CNNs and other deep-learning 

models, making it accessible to developers 

with a range of skill levels [8]. 

To build a CNN in TensorFlow, you 

typically start by defining the network 

architecture using the Keras API. This 

involves specifying the number and type of 

layers in the network, as well as any 

activation functions, regularization 

techniques, and other hyperparameters. As 

soon as the network is built, you may 

compile it by defining a loss function, an 
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optimizer, and any metrics to keep an eye 

on while training. Finally, you can train 

the network on your data using the fit () 

method, which iteratively adjusts the 

network weights to minimize the loss 

function. 

TensorFlow also contains tools for 

tracking and visualizing the training 

process, such as Tensor Board, which lets 

you examine the learned representations of 

the data and watch metrics like accuracy 

and loss over time. By using the predict () 

function on the trained model, you may 

use it to generate predictions on new data 

once you've trained it. 

Overall, TensorFlow provides a powerful 

and flexible platform for building and 

training deep learning models, including 

CNNs for image recognition tasks. 

However, building effective models still 

requires a solid understanding of deep 

learning concepts and good data 

preparation and management practices 

 

Procedure 

Step 1: Import the necessary libraries such 

as TensorFlow, numpy, pandas, 

matplotlib, and sklearn. 

Step 2: Load the dataset containing images 

of the lungs of patients with and without 

COPD. 

Step 3: Pre-process the data by separating 

it into training and testing sets and scaling 

the pixel values between 0 and 1. 

Step 4: Define the architecture of the CNN 

model using TensorFlow. This includes 

setting up the layers of the model, the 

number of filters, kernel size, activation 

functions, and pooling layers. 

Step 5: Compile the model by specifying 

the loss function, optimizer, and evaluation 

metric. 

Step 6: Fit the model to the training data 

using the model object's fit () function. 

This includes supplying the training data, 

defining the number of epochs, and 

determining the batch size. 

Step 7: Using the model object's evaluate 

() method, assess the model on the testing 

data. This will provide us with an estimate 

of the model's accuracy. 

Step 8: Apply the model to predict whether 

or not a particular lung picture has COPD. 

This can be done by passing the image 

through the model and checking the 

predicted class label. 

Step 9: Visualize the model's performance 

using measures like accuracy, precision, 

recall, and F1-score. 

Step 10: Fine-tune the algorithm by 

tweaking the hyperparameters and 

repeating steps 6-9 until you receive 

appropriate results. 

Step 11: The result will display in the user 

interface. 

Step 12: Save the trained model for future 

use. 

 

Model Design 

Image collection: 

 The first step includes gathering a 

sizable collection of lung X-ray scans, 

which should include both normal and 

COPD-positive images. The images should 

be labelled with the corresponding COPD 

status. The data consists of the following 

elements: 

• 500 training images, 300 of which 

are COPD images and 200 of 

which are normal images. 

• 350 testing images of which 175 

are of COPD and 175 are normal. 

Image pre-processing:  

In order to increase the quality and 

variety of the X-ray images, pre-
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processing is necessary. This may be done 

via methods like augmentation, which 

creates new pictures by rotating, flipping, 

and scaling the current ones, as well as 

normalization, which includes scaling the 

pixel values to a specified range. The 

original image is transformed into 

grayscale and binary images, which are 

seen below. 

Figure 1 Original Image 

 
                   Figure 2 Grayscale Image 

 
         Figure 3 Binary Image 

Gaussian Filter: 

To improve the accuracy of COPD 

detection, X-ray images will be pre-

processed using a Gaussian filter. The 

Gaussian filter is a smoothing filter that 

reduces noise and enhances edges in the 

image. It can also help to remove artifacts, 

shadows,                              and other 

unwanted elements in the image. Overall, 

the application of deep learning with 

TensorFlow and the pre-processing 

method of Gaussian filtering can aid in the 

accurate and early detection of COPD, 

which can lead to better treatment 

outcomes for patients.        

 

Model Training:  

TensorFlow is used to train the 

model given the training set. We train the 

model for 50 epochs with a batch size of 

17. The binary cross-entropy loss is the 

gradient descent objective function, while 

Adam is the gradient descent optimizer. To 

expand the training dataset and avoid 

overfitting, we additionally employ data 

augmentation techniques including 

rotation, zooming, and horizontal flipping. 

 

 
 

      Figure 4 Training Data 

 

Creating the train data generator 

A train data generator will create 

using TensorFlow. A data generator is a 

function that generates batches of data to 

feed into the deep learning model during 

training It is essential to create a train data 

generator that can effectively load the 

dataset and execute data augmentation - 
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this is critical for increasing the deep 

learning model's performance. 

 

MODEL ARCHITECTURE: 

• A COPD detection model built 

with convolutional neural networks 

(CNNs) generally has the 

following layers: 

• • Input layer: The input layer is in 

charge of accepting input data, 

which in this case is chest X-ray 

pictures. 

• • Convolutional layers: 

Convolutional layers extract 

features from input images by 

applying a set of filters. Each filter 

extracts and outputs a feature map 

from a specific feature in the 

image, such as edges or textures. 

To learn more complicated 

characteristics, many convolutional 

layers can be layered. 

• Max pooling layers: max-pooling 

layers downsample the feature 

maps by selecting the maximum 

value within a fixed-size window. 

This helps to minimize the data's 

dimensionality and makes the 

model more resistant to 

fluctuations in the input images. 

• Flatten layer: The flattened layer 

converts the two-dimensional 

feature maps into a one-

dimensional feature vector that 

may be sent to the fully linked 

layers. 

• Fully connected layers: The final 

classification is performed by 

adding a set of weights to the input 

feature vector and running it 

through a sequence of nonlinear 

activation functions. The projected 

class probabilities are represented 

by the output of the last fully 

connected layer. 

• Output layer: The output layer is 

made up of a single neuron with a 

sigmoid activation function that 

generates a binary output indicating 

whether the input image has COPD 

or not. 

 

The number of convolutional and fully 

connected layers, as well as the filter size, 

may be changed depending on the 

difficulty of the issue and the size of the 

input pictures. To improve model 

performance and reduce overfitting, batch 

normalization, dropout, and other 

regularisation approaches can be used. 

Performance Evaluation:  

On the testing set, the model's 

effectiveness and accuracy are evaluated 

once it has been trained. These may 

include metrics like F1 score, recall, 

accuracy, and precision. 

The following equations are used to 

determine the Performance Evaluation: 

Accuracy:  

Compute the model's accuracy by dividing 

the number of successfully predicted cases 

by the total number of cases. This offers a 

gauge of the model's overall performance. 

To calculate accuracy, use the formula 

below (AC). 

TP+TN+FP+FN/AC = TP+TN+TP ——- 

> 1 

Precision: 

Determine the model's precision by 

dividing the number of true positives by 

the total number of positive predictions. 

This metric represents the proportion of 

expected positive cases that were detected 

properly. It may be expressed numerically 

as: 

Precision = TP / (TP + FP) ————- > 2  
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where TP is True Positives and FP is False 

Positives 

 Recall:  

Divide the number of true positives by the 

total number of positive examples to 

calculate the model's recall. This metric 

measures the percentage of true positive 

cases that were accurately detected. It may 

be expressed numerically as: 

Recall = TP / (TP + FN) ————— > 3 

The f1-score: 

  As the harmonic mean of accuracy 

and recall, compute the model's F1 score. 

This gives a single measure of the model's 

performance that accounts for both 

accuracy and recall. F-score is another 

name for it. The f1 score for a forecast 

with an 85% accuracy is 0.85 * 0.85 = 

0.722, which indicates that 72% of your 

predictions were accurate. The greater the 

value, the better; it may be interpreted like 

any other accuracy metric. 

The score for F1 = TP/TP + 1/2 (FN + FP) 

——- 4    

Receiver Operating Characteristic Curve: 

(ROC): Draw the ROC curve to see how 

sensitivity and specificity are traded off. 

The ROC curve is produced by adjusting 

the model's classification threshold and 

displaying the true positive rate 

(sensitivity) vs the false positive rate (1-

specificity). 

Area Under the Curve (AUC): Determine 

the area under the ROC curve (AUC) as a 

measure of the model's overall 

performance. The AUC ranges from 0.5 

(random guessing) to 1.0  (perfect 

classification). 

 Confusion Matrix: Find out how many 

true positives, true negatives, false 

positives, and false negatives there are. 

This may be accomplished by comparing 

the model's predicted labels to the test 

data's actual labels.  

Sensitivity is the proportion of genuine 

positives (properly detected positive 

instances) in a population divided by the 

total number of positive cases. In other 

words, sensitivity denotes a test's or 

model's capacity to appropriately identify 

individuals with the condition of interest. 

Specificity is the proportion of true 

negatives (properly recognised negative 

instances) in a population divided by the 

total number of negative cases. Specificity 

denotes a test's or model's capacity to 

properly identify individuals who do not 

have the condition of interest. 

These metrics demonstrate the model's 

ability to recognize COPD and distinguish 

it from other lung conditions. The 

accuracy for each epoch would then be 

plotted on a graph. The y-axis of the graph 

would represent the model's accuracy on 

the validation set, while the x-axis would 

show the number of epochs. The graph 

would demonstrate how the model's 

accuracy increases over time as it gains 

knowledge from the training data. 

 
 Figure 5 Loss vs Epochs Graph 

Figure 5 shows the Loss and Number of 

Epochs 

Loss Vs Num. of Epochs 

Training Loss: 0.0519  

Value loss: 0.0701 

 

During the validation test accuracy of the 

model will be recorded for each epoch of 
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training. An epoch is a complete pass 

through the entire training 

dataset. 

               

 

                 Figure 6 Accuracy vs Epochs 

Graph 

Figure 6 shows the Accuracy and Number 

of Epochs 

Accuracy Vs Epochs 

Training Accuracy: 0.9816   

Value Accuracy: 1.0000   

 

User Interface Development Module:     

                                                                                             

This module will be in charge of creating 

the system's user interface utilizing web 

development tools including HTML, CSS, 

and JavaScript. Healthcare practitioners 

will be able to submit chest X-ray pictures, 

evaluate the outcomes of the model's 

prediction, and collaborate with peers on 

the findings using the module. 

 

Integration Method: 

 

This module will be in charge of 

combining the CNN model with the user 

interface in order to create a complete 

system for identifying COPD from chest 

X-rays. The module will make it simple 

for healthcare providers to upload 

photographs and examine outcomes.

 

BLOCK DIAGRAM: 

Figure 7    Detection of COPD Architect 

Results and Discussions 

Early diagnosis of COPD can 

assist to stop future lung damage and 

enhance the patient's quality of life. 

Convolutional neural networks (CNNs) 

powered by TensorFlow, in particular, 

have demonstrated considerable 

promise in medical picture analysis, 

including the detection of COPD with 

a user interface to display results and 
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encourage debate. Equations 1, 2, 3, 

and 4 are used to assess the system's 

performance and are covered in Part 

III. Figure 8 represents the COPD 

input screen. The user gives an x-ray 

image as input and clicks detect to get 

the status of the disease.   

 

 
Figure 8 Input Screen 

Figure 9 represents the output of COPD 

detection. It displays a status like whether 

the patient has COPD or not and the 

accuracy of the model.  

 

 
          Figure 9 Output Screen 

 

And the results of this proposed system 

(Table 1) accurately identify the accuracy 

of COPD and the graph is shown in Figure 

10. 

 

Performance Measure Percentage 

Accuracy 94.3 

Recall 93.6 

Precision 90.5 

F1 Score 91.2 

      Table 1 Accuracy 

 

Figure 10 Performance evaluation 

 

Figure 10 shows the performance 

evaluation for the detection of COPD 

using the Deep Learning model. From this, 

it is seen that the Accuracy is 94.3%. Lung 

disease should not be missed. Therefore, 

False Negative should be low as possible. 

In that case, it is good that recall (93.6%) 

is more than precision (90.5%). Similarly, 

no patient should be missed. So, it is better 

for results having high recall (93.6%). The 

output results show that the system works 

well with an accuracy of 94.3% for 500 

images. It could be tested for more no. of 

images. 

 

 
Figure 10 Graphical representation of 

existing and proposed system 

 

 Figure 10 represents the 

comparison of three models: Decision 

Tree, Random Forest and Proposed Model. 

In this analysis, the proposed model 

(CNN) has better results than another 

model.  
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Conclusion 

Deep learning, specifically 

convolutional neural networks (CNNs), 

might be used to diagnose, classify, and 

predict outcomes in patients with chronic 

obstructive pulmonary disease (COPD). 

According to several studies, CNNs are 

capable of reliably distinguishing between 

COPD patients and healthy people, 

determining the severity of COPD from 

imaging data, and predicting death in 

COPD patients from clinical and imaging 

data. However, the availability of large 

datasets for training and validation remains 

a challenge, and the interpretability of 

CNN models can be difficult, limiting their 

practical application in clinical settings. 

Further research is needed to address these 

challenges and to translate these findings 

into clinical practice, where the early 

diagnosis and accurate classification of 

COPD can greatly improve patient 

outcomes. In summary, CNNs have the 

potential to fundamentally alter how we 

identify, categorize, and forecast the 

course of COPD patients. 
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