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Abstract 

We need the proper methods to generate intelligent alerts for the operators or supervisors to classify the 

water quality abnormalities in RO manufacturing facilities. They will be able to use this to carry out 

production-relevant corrective actions. By employing skillful classification techniques, the taught deep 

learning methods enable us to swiftly identify the changes of water quality abnormalities in the plants, 

therefore lightening the load on operators. 

This study discusses two LSTM-CNN approaches that may be used to categorize water quality alternatives 

temporally into grades and to enable remedial measures. These methods are classification techniques. 

Corrective measures consist of categorizing irregularities in water quality conditions and identifying 

potential fixes. 

The unique management strategy runs studies to look for variations in water quality, notably in pH, ORP, 

TDS, and electrical conductivity. Due to this planned technique, RO plant water quality may be 

automatically diagnosed and warned about. 

This proposed technique was trained for classification using raw inputs collected different system 

operational location around Chennai's west and north sides. This research aims to substantially illustrate 

the top-ranking categorization position for quality alerts.  

Keywords: Reverse Osmosis (RO), pH, Oxidation-Reduction Potential (ORP), Total Dissolved 

Solids (TDS), Electrical Conductivity (EC), Long Short Term Memory (LSTM), Convolution 

Neural Networks (CNN). 

1. Introduction 

To improve or maintain the water quality, it is 

important to control the water's eternal quality 

in purification facilities and take any essential 

remedial action as soon as possible. Several 

manufacturing facilities often utilize 

measurement equipment to assess water 

quality. Chemical science criteria assist in 

alerting us to unfavorable changes and allow us 

to take prompt remedial action. 

The promptness of the warning system might 

cause the corrective measures to be postponed. 

As a result, operators could act inappropriately. 

Some new or inexperienced operators may 

incorrectly implement prescribed remedial 

steps based on the water quality metrics that 

instruments show. These operators may 

immediately and incorrectly interpret the 

values of the parameters. 

In contrast to just examining the values of 

chemical science criteria like pH, EC, ORP, 

and TDS, assessing the water quality requires a 
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great deal of interpretation. Currently, a 

number of cutting-edge concepts are 

anticipated to plan out automatic management 

strategies of water quality [1]. In this article, a 

brief decision was carried out in order to extract 

numerous understandable answers from data’s 

which are collected from operational live 

instruments located in various locations of 

Chennai. 

The basic proposal is to take measurements of 

the water quality in that region and turn them 

into data that can be used to make the required 

corrections. Both new and inexperienced 

manufacturing operators will find this simple. 

A major qualitative interpretation system is 

advised since an area's water quality is typically 

correlated to numerical numbers. Using 

algorithms, this qualitatively supported 

interpretation enables improved water quality 

production correction. 

The fundamental problem with machine-

controlled water quality testing in RO 

production plants is that results are interpreted 

based on chemical science and microbiological 

parameter values. It is beneficial to unskilled 

laborers as well. 

The state of water quality may be determined 

throughout time via ongoing observation. The 

major goal of the current inquiry is to suggest a 

categorization based mostly on understandable 

water quality illustrations backed in real-time 

by fundamental chemical science metrics, 

notably the pH, TDS, and ORP. Consequently, 

take meaningful remedial action. 

The proposed technique, which makes use of 

three fundamental chemical science 

measurements, is expected to forecast 

insightful information that will let operators or 

supervisors decide on the best corrective 

actions. 

Surface and subterranean water from bore wells 

are commonly used by water purification plants 

in Chennai region to clean the water and assess 

its quality using criteria as discussed in [2-5] 

according to the prescribed values for these 

physiochemical properties of water. 

The majority of these projects were IoT-based 

and focused on impromptu water quality 

observations. The invention aims to integrate a 

quality warning system powered by artificial 

intelligence into the water manufacturing 

facility's reverse diffusion process.  

2. LITERATURE REVIEW 

This proposed analytical work allows for more 

accurate identification of anomalous chemical 

science characteristics in beverages, making it 

possible to rectify water quality online. A 

Multiclass Support Vector Machines (MSVM) 

based real-time system for monitoring water 

quality and anomaly detection is appropriate 

for an artificial language production facility. 

This system provides information in a realistic 

manner to enable the production of dominating 

operators to make selections and carry out 

operational adjustments. 

On the basis of statistical information on water 

quality, Muharemi et al. [7] outline different 

ways of detecting fluctuations or irregularities 

that may arise. Their paper also highlights the 

anticipated fixes for bound problems when 

using statistical knowledge. To make use of 

statistical information, they employed different 

effective techniques. 

Zhang et al[8] .'s replacement abnormality 

detection approach to water quality knowledge 

by applying shifting 2-time frames was 

predicted, and it may be able to spot anomalies 

effectively. The method's foundation was an 

applied math model that included an auto-

regressive linear model. They used three 
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months' worth of data on water quality, such as 

hydrogen ion concentration, gathered from an 

practical operational plant. 

Ahmed et al [9] used different effective 

technique as disused in his article along with 

abnormal events specifically intentional 

pollution to predict WQI and enable time-based 

pollution detection and dominant operation. 

Their proposed technique included the use of 

ranked agglomeration, regression, and 

correlation analysis. To use learning techniques 

to help decision-making, check several 

directions. 

The techniques discussed by Liu et al[10] 

helped to gain both excessive quantity of 

enormous knowledge and sophisticated water 

quality knowledge. To forecast water quality 

using the proposed methods in this article 

created and developed a prediction model for 

drinking water quality. They learned about the 

quality of the drinking water from the Chang 

Jiang Water Supply Guazhou automated water 

quality monitoring station. 

Karthick et al[11] a model based on real-time 

metrics, specifically dissolved chemical 

elements was designed. They used coordinate 

system information that facilitates quick 

identification of time-frame occurrences to 

assess the effects of contamination of water 

system.   

After learning more about the effects of 

pollution, Yafra and See [12] tackled them 

efficiently. They referred to several earlier 

analyses and emphasized the need for work to 

be done with correctness, responsibility, and 

efficiency in addition to usability and current 

water internal control measures. They sought to 

create a water quality prediction model by 

implementing the effective artificial neural 

networks (ANN). 

Three different ANN sorting techniques were 

applied by Sakizadeh [13]. To forecast the 

water quality index, he employed sixteen H2O 

variables from 47 wells. 

Ashwini et al[14]  goal were to design and put 

into practice a low-cost assessment system. 

Sensors were used to record the chemical 

science properties of water. The obtained 

readings from the sensors were processed using 

ESP8266 as the primary controller.  

On the basis of machine learning techniques, 

Muhammad et al. [15] proposed an associate 

degree relevant categorization algorithm for 

water quality. In order to identify crucial traits 

that may be used to classify the water quality 

they used several classification algorithms. 

They evaluated the performance of five 

algorithms.  

For the purpose of his study different samples 

were obtained by Vijay and Kamaraj [16], from 

where most of the drinking water is produced 

in Tamil Nadu. In order to forecast water 

quality with more potency and accuracy, they 

focused on implementing Machine Learning 

classifiers such as Random Forest, Naive 

mathematician, and C5.0 as a learner. 

3. PROPOSED APPROACH 

Many extraordinary attempts are being made 

right now to design cutting-edge automated 

water quality observation and management 

methods [19]. Proposed technique are often 

applied as a crucial fundamental tool to extract 

complete answers from information values. Out 

of a variety of deep learning approaches, 

LSTM-CNNs (LSTM-based Convolution 

Neural Networks) were selected because of 

their capacity for teaching very huge 

knowledge dimensions. 

For pattern recognition, density calculations, 

and regression, LSTM-CNN may be used 
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astonishingly and widely [20]. Its quick 

convergence makes it possible to create the 

optimum classification model with the fewest 

complications. The LSTM-CNN approach is 

used as part of a effective system in order to 

carry out corrective measures in production on-

demand. 

Classifying water into numerous categories, 

such as very alkaline is sometimes seen as a 

negative. The suggested technique is presented 

in Fig. 1, which also depicts the numerous 

sensor design-based organizations for water 

quality observation. 

Fig 1. The suggested monitoring and 

categorization system's operational block 

diagram 

 

Fig 2. Monitoring System Architecture 

 

3.1. Deep Learning Model 

The objective of this work is to improve a 

operation performance of the exiting 

techniques to categorize output by utilizing 

cutting-edge deep learning techniques. The 

major goal of the suggested approach is to 

successfully combine worthy deep learning 

tactics. 

 

Finally, there are two main blocks in the CNN-

based LSTM model that is suggested. While the 

second component employs the generated 

choices gained from primary component 

incorporates where sophisticated procedures 

are applied to get alternatives for the computer 

file. 

The suggested CNN-LSTM model has 

convolution layers with filters of 64 and 128 

and of size (2), respectively. The next layer is 

max-pooling and has a size of (2). The layers of 

LSTM include 200 components. Fig. 3 depicts 

a summary of the CNN-LSTM architecture that 

has been suggested. 

Fig 3. The layout of a proposed model with 

and an output layer 

 

4.  DATA COLLECTION 

Fig 4 shows graphs representing the collection 

of data for pH, ORP, TDS, and Temperature 

from 8 RO plants. fig 5 and fig 6 show graphs 

representing the data for EC and fig 7 and fig 8 

represent the data for TDS. The data collecting 

process is described in Table 1, together with 

the temperature, ORP, TDS, EC, mean, and 

Standard Deviation (SD) values that were 

acquired.  

Table 1. Details of data collection 

Description Quantity 

Number of parameters 5 

Length of the Data at sampling 

instant with 5 parameters 

256 

pH Sensor 

TDS Sensor 

ORP Sensor 

EC Sensor 

 
 
 

Arduino 
ATMEGA 328 P 

Controller 
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Number of Plants 8 

Number of sampling instants in 

a day 

4 

Number of days in a week 8 

Number of weeks/month 4 

Number of months 3 

Total number of the array with 5 

parameters 

786342 

Number of RO Plants in the 

North Chennai region 

4 

Number of RO Plants in the 

West Chennai region 

4 

Fig 4 pH data 

 

Fig 5 ORP data 

 

 

Fig 6 TDS data 

 

Fig 7 EC data 

 

Fig 8 Temperature data 
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Table 2. Different recorded datas 

Sl. No Parameter Plant 

Id 

Max Min Mean Standard  

Deviation 

SD/Mean 

in % 

1 pH P1 7.9 7.0 7.44 0.184 2.47 

2 P2 7.9 7.1 7.51 0.180 2.4 

3 P3 7.9 7.2 7.56 0.153 2.02 

4 P4 7.9 7.2 7.54 0.188 2.49 

5 P5 7.7 7.1 7.42 0.132 1.78 

6 P6 7.7 7.0 7.34 0.130 1.77 

7 P7 7.6 7.0 7.32 0.132 1.8 

8 P8 7.8 7.1 7.44 0.134 1.8 

9 ORP 

(mV) 

P1 95.7 89.5 92.68 1.73 1.87 

10 P2 95.6 89.5 92.44 1.72 1.86 

11 P3 95.5 89.4 92.68 1.71 1.85 

12 P4 95.5 89.5 92.54 1.69 1.83 

13 P5 106.1 98.5 102.21 2.17 2.12 

14 P6 106.1 98.6 102.61 2.09 2.04 

15 P7 106.1 98.7 102.65 2.22 2.16 

16 P8 106.1 98.5 102.51 2.23 2.18 

17 TDS 

(mg/L) 

P1 1319.8 1180.6 1251.02 39.60 3.17 

18 P2 1319.8 1181.6 1250.15 42.42 3.39 

19 P3 1319.8 1180.1 1249.24 39.78 3.18 

20 P4 1319.7 1180.2 1251.14 40.14 3.21 

21 P5 1108.7 1000.3 1052.45 31.04 2.95 

22 P6 1109.5 1000.3 1056.66 30.76 2.91 

23 P7 1109.8 999.4 1055.64 33.06 3.13 

24 P8 1109.9 1000.8 1057.15 30.94 2.93 

25 EC 

(μS/cm) 

P1 1199.3 1100.5 1151.3 28.72 2.49 

26 P2 1199.9 1100.9 1150.8 28.61 2.49 

27 P3 1199.8 1101.7 1149.5 27.58 2.4 

28 P4 1199.9 1099.9 1150.9 31.15 2.71 

29 P5 1499.4 1390.0 1442.2 32.11 2.23 

30 P6 1499.8 1390.0 1444.7 30.83 2.13 

31 P7 1499.7 1390.0 1450.2 32.68 2.25 

32 P8 1499.9 1391.9 1442.4 32.44 2.25 

33 Temperature 

(o C) 

P1 29.90 28.26 29.09 0.425 1.46 

34 P2 29.95 28.36 29.16 0.421 1.44 

35 P3 29.97 28.33 29.14 0.429 1.47 

36 P4 29.91 28.27 29.09 0.428 1.47 

37 P5 29.55 28.23 28.89 0.332 1.15 

38 P6 29.53 28.27 28.90 0.334 1.16 

39 P7 29.88 28.26 29.06 0.428 1.47 

40 P8 29.94 28.25 29.09 0.439 1.51 

To categorize the abnormalities that indicate 

into grades and train the LSTM-CNN. 

According to abnormalities in the water 

quality, the class goal is tallied as indicated in 

Table 3. 
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Table 3. Grading of quality 

Water Quality pH TDS ORP Corrective Action 

Grade A Optimal High Minimal Needed 

Grade B Optimal Normal Minimal Needed 

Grade C Nominal High Nominal Needed 

Grade D Nominal Nominal  Nominal No need 

5. ANALYSIS & RESULTS 

The trials conducted and the outcomes from the 

LSTM-CNN classifier Table 3 and Fig. 9 

illustrate the categorising and abnormalities of 

quality by utilising referenced classes as 

targets. The classifier are displayed in Table 4. 

Fig. 9 Confusion matrix 

 

Table 4. The statistics of the confusion 

matrix statistics of the classifiers 

Class/ 

Parameter

s 

Grade

A 

Grad

eB 

Grad

eC 

Grad

eD 

Accuracy 99.32 98.93 98.14 98.82 

Precision 97.26 98.56 98.82 97.65 

Sensitivity 97.27 98.66 97.82 97.63 

Specificity 99.58 99.14 99.30 99.66 

The performance data are now accessible and it 

is often indicated using a confusion matrix. 

Four levels may be most certainly anticipated 

based on the confusion matrix and sample data 

that have been sent to the classifier as shown in 

Fig. 9. Table 5 displays an outline of the 

confusion matrix. 

Table 5. Summary of the confusion matrix 

Grade A Grade B 

Correctly 

Predicted 

Wrongly 

Predicted Correctl

y 

predicte

d 

Wrongly 

predicted 

A
 i

n
to

 B
 

A
 i

n
to

 C
 

A
 i

n
to

 D
 

B
 i

n
to

 A
 

149854 
109

8 

32

6 

11

6 
239397 

89

2 

Total = 151394 Total = 241777 

Grade C Grace D 

Correctly 

Predicted 

Wrongly 

Predicted 
Correctl

y 

Predicte

d 

Wrongly 

Predicted 

C
 i

n
to

 A
 

C
 i

n
to

 B
 

C
 i

n
to

 D
 

D
 i

n
to

 A
 

239847 
39

2 

95

3 
585 150018 

25

6 

Total = 241777 Total = 151394 
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6. DISCUSSIONS 

Table 2 displays the outcomes of using the 

LSTM-CNN model, which has a 98.93% 

accuracy. Overall, the results show that LSTM-

CNN could be a good option for classifying 

output quality at RO plants. Because of this, the 

LSTM-CNN model is more accurate and has a 

smaller network size. The approach mentioned 

above is utilized to represent the categorization 

of water quality online over time. 

7.  CONCLUSION 

The current research intends to grade the 

variations in water quality into units that are 

manageable and provide more understandable 

information for the operators to quickly 

perform corrective action in artificial language 

plants. In order to identify water quality 

inconsistencies in artificial language plants 

using LSTM-CNN classifiers. The intended 

classifier has demonstrated some promising 

results in producing understandable alerts 

regarding water quality abnormalities that need 

correction with precise treatment under 

required conditions. 

 Early studies conducted today tried to gauge 

and categorize the water quality of water 

reservoirs or bodies. The targeted technique, 

however, is concurrent on examining the 

valuable output that artificial language plants 

produce and immediately make available to the 

public. 
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