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Abstract 

Big data is gaining ground in many sectors, like industries, financial affairs, health etc. Since they can deal 

with huge volumes of data. Any real-world data may be appropriately organized by clustering the data using 

certain cluster methods, which in this clustering approach is a highly innovative & Improvised Fuzzy C-

Means (IFCM) technique that can frame the data with excellent logic and very accurately. The MapReduce 

model is one of the most often and effectively utilized mining techniques for categorizing enormous 

amounts of data. In order to effectively process large amounts of data, this article combines the Stochastic 

Social Group Optimization (SSGO) with the MapReduce Model. The required outcomes were obtained by 

picking the best candidate solutions and arranging them into a reduction structure in order to acquire 

superior solutions. Ultimately, for each data sample, the recommended SSGO approach is used, which is 

based on categorizing with probable index values using succeeding possibility of data. For evaluation, the 

suggested technique is compared to three metrics: Sensitivity, Specificity, and Accuracy.  

Key words: IFCM, SSGO, Big Data, Map Reduce Model, Clustering.

1 INTRODUCTION 

Science and industrialization have enhanced 

the capacity for information in practically every 

subject of research and engineering, as well as 

in many applications [1]. Speed, diversity, and 

volume [2] are the three data attributes that big 

data [3] now possesses. The rate at which data 

is processed and created based on the 

applications required is referred to as speed, 

whilst the kind and type of data is referred to as 

variety. On identifies data volume for 

calculating data value [4]. Existing storing and 

processing technologies may be unable to 

handle the pace, variety, and volume of bulk 

data. The term "big data" describes this 

information. Analysing Big Data is a strategy 

for discovering important geometric and 

statistical patterns in enormous datasets. 

Besides of data storage and access, the massive 

rise in data causes a variety of processing 

issues. Since data collection is expensive, it is 

critical that the data be utilized properly so that 

more progress may be achieved by building 

more efficient algorithms. 

Several commercial disciplines make use of 

massive amounts of data. Big data mining is 
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often difficult to handle with present 

technology and techniques due to the enormous 

and intricate data sets. Data mining on a single 

Computer involves high computational 

expenses for large datasets [5]. For the 

collection and processing of big data, more 

effective computer environments are 

consequently required. Big data necessitates 

the use of intelligent data analysis techniques 

that as image processing, automatic 

classification, and multi-time processes using 

combined data. Parallel strategies were 

developed to optimize available data in order to 

considerably accelerate computations. To solve 

the limits of the Big Data Analysis process, data 

mining approaches are adjusted to the evolving 

technology. Google created the MapReduce 

framework [6] to cope with Massive Data. The 

MapReduce approach, in combination with its 

distributed file system, provides a simple and 

robust framework for large-scale data analysis 

across a group of computers. MapReduce is a 

mechanism that maps and reduces functions. 

For Filtration and classifying the data are used 

for mapping, whereas the reduced based 

function performs a summarized function to get 

the output. Numerous research on the use of 

large-scale data mining to this technologies 

have been published, notably on characteristic 

reduction [7] class imbalance and case 

selection. Hence, large-scale data mining may 

be accomplished concurrently by using a 

variety of processor or computers terminals 

using traditional distributed techniques and 

MapReduce technologies. Each cluster 

contains things that are similar to elements 

from other groups in the cluster. For the 

grouping of literary topics, various clustering 

algorithms have been proposed. Conventional 

clustering techniques are divided into two 

categories: hierarchical and partial algorithms. 

In addition to traditional clustering algorithms, 

there are other clustering approaches. 

Overlapping clustering techniques differ from 

traditional clustering algorithms in that each 

item is treated as a separate cluster [8]. Each 

item may be in more than one cluster at the 

same time. Nevertheless, it has the problem of 

requiring non-deterministic present parameters. 

The advantage of an existing clustering 

algorithm is effective data processing. 

 

In previous years, meta-heuristic approaches 

have been frequently employed to cope with 

clustering. Clustering issues may potentially be 

seen as NP-hard grouping problems from an 

optimum standpoint. The cutting-edge 

optimization purports to demonstrate that 

swarm intelligent algorithms may efficiently 

handle many design concerns, including 

exceedingly complex NP-hard problems. Yet, 

the majority of the case studies in the current 

literature deal with optimization issues with a 

few to a several hundred variables. In 

comparison to real-world applications, the 

dimensionality investigated is fairly minimal. 

Nevertheless, it is unclear if these algorithms 

can be directly applied to large-scale real-world 

problems. The full scalability has yet to be 

shown. Hence, high-dimensional optimization 

performance is a common hurdle to all present 

optimization approaches. Even with a non-

complex cost function, the conclusions are far 

from ideal for the global function as 

dimensionality increases. 

This work offers a novel optimization approach 

called social group optimization (SGO) 

focused on the human behavior of learning and 

solving complicated issues to solve a few 

obstacles such as computing efforts, optimum 

solutions, and consistency in giving optimal 

answers. Additionally, numerous behavioral 

attributes, such as caring, honesty, compassion, 

dishonesty, bravery, fear, fairness, and respect, 
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are desired to be cultivated in order to solve 

difficult situations [9]. By examining the varied 

features of everyone in the group, group 

solving ability may produce more active 

answers than solo capacity. 

2 RELATED WORKS 

This section presents the literary assessment, in 

which different approaches for the 

classification of enormous data in works are 

discussed along with problems. Also included 

in this section is an analysis of any flaws. They 

developed a distribution-based nearest 

neighbor classification model based on clusters 

for the purpose of doing various analyses more 

quickly and presented it in [10]. Map Reduced 

Method was established to execute process 

employing computing mechanism sample for 

optimizing the sampling process. The problem 

with dimensions continued to exist throughout 

the procedure, despite the fact that the approach 

delivered excellent accuracy decrease rates. 

Utilizing the method of multiplier optimization, 

the authors of [11] presented Echo State 

Networks as a means of carrying out 

neighborhood exchanges between components 

that are located closer together. In addition, 

training patterns for new nodes were not 

required in any way. The experiment 

performed on synthetic data showed improved 

performance; nonetheless, adding weights 

without first taking into consideration 

inaccurate value estimates is a drawback. 

In this study, we present a method known as 

social group optimization (SGO), which is an 

optimization strategy that uses populations 

[12]. It derives its motivation from the notion 

of social conduct shown by humans in the 

process of resolving a difficult issue. In this 

article, a flowchart is used to describe both the 

conceptual framework of the SGO algorithm as 

well as its mathematical formulation. 

The clever actions that are shown by groups of 

insects or animals in nature have ensured the 

continued existence of their species over the 

course of thousands of years. In this study, a 

new swarm intelligence method for addressing 

optimization problems dubbed the social group 

entropy optimization (SGEO) algorithm is 

developed [13]. SGEO stands for the social 

group entropy optimization. The primary 

contributions of this research are the social 

group model, the status optimization model, 

and the entropy model. These models serve as 

the foundation for the algorithm that has been 

suggested. 

Identifying the best solutions to technical 

applied issues is necessary due to the presence 

of financial and physical restrictions; yet global 

optimization algorithms are unable to provide 

these solutions [14]. It is required to move 

between known various local and global 

solutions in order to achieve optimization that 

is both precise and quick. In the work [15] that 

was done recently, a social group optimization, 

or SGO, was offered as a means of tackling 

issues involving multimodal functions and data 

clustering. 

Malignant is now one of the most prevalent 

forms of severe cancer in the human 

population. Melanomas are cancers that begin 

in the skin. As a direct result of this, there is a 

growing need for methods that are both 

automated and resilient in order to provide 

accurate and prompt clinical identification and 

detection of skin cancer [16]. A social group 

optimization (SGO) assisted automated 

technique was created for the purpose of 

analyzing dermoscopy pictures for signs of skin 

melanoma in this present body of work. 

The Social Group Optimization Algorithm, is a 

meta-heuristic optimization method that was 

presented in the year 2016 for the purpose of 
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tackling issues involving global optimization 

[17]. In the research that has been published, it 

has been shown that SGO is successful in 

comparison to other optimization techniques. 

3 PROPOSED METHODOLOGY 

The proposed architecture is shown in fig 1. By 

beginning with pre-processing, the input data 

was first trained and evaluated. An image has 

been scaled and dimensionally reduced, as well 

as noise removed. The dimensional reducing 

data was then forwarded to map reductions to 

extract the best data. The acquired picture is 

then grouped using IFCM [18], the grouped 

data is optimised using a Meta heuristic 

approach using the SSGO, and the best data is 

categorized. 

Figure 1: Proposed Architecture 

3.1 Improvised Fuzzy C-Mean’s approach  

In IFCM, the probability value of every data 

point is assigned for the corresponding CC 

depending on the data point and the clustering 

distance. IFCM also yields exceptional results 

in cases when the data overlap exists. While 

computing time and precision are required, it 

also needs the execution of many iterations, and 

Eudoxus' Euclidean distance assesses uneven 

weight. As a result, this may be accomplished 

by combining CNN with encoder-decoder [19]. 

Let us consider the dataset𝑍 = {𝑧1, 𝑧2, … . , 𝑧𝑞}  

with cluster set 𝑋 = {𝑥1, 𝑥2, … , 𝑥𝑝}  and 

probability set  W =

{
wkl ∣ 1 ≤ k ≤ e, 1 ≤ 1 ≤

p
}.  

We advance this FCM as an Optimized Auto-

Encoder 

𝑚𝑖𝑛: ∑  𝑒
𝑘=1 ∑  𝑝

𝑙=1 𝑤𝑘𝑙
𝑜 ∥∥𝑧𝑙 − 𝑥𝑘∥∥2

∑  𝑒
𝑙=1 𝑤𝑘𝑙 = 1, 𝑤𝑘𝑙 ≥ 0

                          

(1) 

In order to overcome limitations, we introduce 

an Advanced FCM approach 

𝐿𝑜(𝑊, 𝑋) = ∑  𝑒
𝑘=1 𝜂𝑖 ∑  𝑝

𝑘=1 (1 − 𝑢𝑘𝑙
𝑜 )∘

+ ∑  𝑒
𝑘=1 ∑  𝑝

𝑘=1 𝑤𝑘𝑙
𝑚∥∥𝑧𝑙 − 𝑧𝑖∥∥

2                   

(2) 

Optimizing this gives: 

𝑥𝑘 = ∑  𝑝
𝑙=1 𝑤𝑘𝑙

𝑜 𝑧𝑙/ ∑  𝑝
𝑙=1 𝑤𝑘𝑙                 (3) 

Membership matrix 

𝑤𝑘𝑙 = (1 + (
𝑒𝑘𝑙

𝜂𝑘
)

−1/(𝑜−1)
)

−1

                 (4) 

Here 𝑒𝑘𝑙  is the distance from cluster to 

membership matrix. 
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IFCM-SSGO Algorithm 

Input: Dataset, M, n, e 

Output: optimized cluster member and 

membership vec 

Step1: Initialization of membership matrix V 

Step 2: for k=1 to M do 

Step 3: fork=1 to e do 

Step 4: Cluster center updation   𝜂𝑘 =
 ∑ 𝑤𝑘𝑙

𝑙 𝑓𝑇𝐷(𝑘𝑙) /  ∑ 𝑤𝑘𝑙
𝑜0

𝑙=1
𝑝
𝑙=1  

Step 5: for k=1 to e do 

Step 6: for l=1 to p do 

Stpe7: 𝑤𝑘𝑙 =  ((1 +  (
𝑓𝑇𝐷 (𝑘𝑙)

𝜂𝑖
)

−1/(0−1)

)
−1

) 

Step 8: end of for loop (step 6) 

Step 9: end of for loop (step 5) 

Step 10: end of for loop (step 2) 

In general, FCM techniques utilise the 

unsupervised analysis to place unknown data 

components in the best appropriate cluster or 

organization. Through the data, it accumulates 

N- (biggest) clusters. This technique assigns 

every data element to one of N classes based on 

its functionality and distance. Routine statistics 

components are grouped according to 

similarities and a centroid is created for each 

cluster reflecting function values. Since each 

centroid is linked to a cluster component, 

choosing the most exact and suitable centroid is 

critical. Calculating the mean in cluster seems 

to be an iterative method that takes as inputs the 

number of N clusters and the data items and 

groups them based on their similarity [20]. It 

works by starting with a random centroid and 

updating it based on each detail. The sections 

that follow discuss IFCM clustering. 

i. Assigning Data: Data gathering is the first 

step in clustering. The initial cluster centroid 

produced is one-of-a-kind. Each fact is 

assigned to its nearest centroid using 

Euclidean, Manhattan, and City-block 

distances. Using Cj as the jth centroids of C, 

each element x may be assigned to a cluster 

using the equation below. 

argmin dist(Cj, x )2  (5) 

In the equation given above, dist(.) represents 

distance (L2). Suppose si represents a 

collection of data points allocated to each 

centroid of a cluster, and then it should be 

updated repeatedly. 

ii. Updating Centroid Distance: By calculating 

the mean of all associated data items, IFCM 

updates centroids repeatedly. In principle, 

𝐶𝑖 =
1

|𝑆𝑖|
∑ 𝑥𝑖  (6) 

This approach is repeated until the termination 

conditions are satisfied. We employed a 

feature-adaptive (or performance-adaptive) 

halting scenario, as opposed to typical IFCM 

algorithms, that use iterations as stopping 

criteria. Since we developed SSGO for IFCM 

clustering, which cluster all data components 

depending on best model characteristics (i.e., 

similarity or distance metrics with the greatest 

centroid selection), our recommended SSGO is 

set termination criterion to obtain optimum 

overall performance. 
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3.2 Map Reduction Model 

Figure 2: MapReduce Model for Data Clustering 

The memory scarcity problems in massive data 

analysis might be handled using the 

MapReduce paradigm, MRM. By separating 

and processing data, the MapReduce paradigm 

may be implemented by using mapper and 

reduced functions. The data and attributes input 

matrix is shown [21]. The class amount is 

stored in the vector, which is considered a 

training data sample simultaneously with the 

input matrix. The mappings and reduction 

events in the procedure are detailed in Figure 

1's architectural categories. 

3.2.1 Mapper Process  

The following is a map reduction model with a 

number of mappers: S = {S1, S2, ... SV }; 1 <𝑎 

≤  𝑉, V represents the absolute mapping 

number. Data will be divided, and the 

probability index table will be built by the 

mapper parts. Data partitioned according to 

input 

𝐵 =  {𝐴1, 𝐴2, . . . , 𝐴𝑎, . . . , 𝐴𝑣}; 1 < 𝑎 ≤ 𝑉     (7) 

Using the data value as the partition 

information, Aa is the partition information, 

𝑆𝑎 =  {𝜇𝑙
𝑖(𝑎), 𝜎𝑙

2𝑖(𝑎). 𝑐𝑖(𝑎). 𝑚𝑎}     (8) 

Where, 𝜇𝑖𝑙 is the median, 𝜎2 𝑖𝑙 is Variant value 

and class mark are present. Calculate the 

average mapper value as follows: 

𝜇𝑙
𝑖 =  

∑ 𝜇𝑙
𝑖(𝑎) × 𝑚𝑎

𝑉
𝑎=1

∑ 𝑚𝑎
𝑉
𝑎=1

      (9) 

Where, 𝜇𝑖𝑙(𝑎) is the average value of the ith 

class and ma is the number of the ath mapper. 

Variance is also computed as follows: 

𝜎𝑙
2𝑖 =

∑ 𝜎𝑙
2𝑖(𝑎) × 𝑚𝑎

𝑉
𝑎=1

∑ 𝑚𝑎
𝑉
𝑎=1

        (10) 

Where, 𝜎2 (𝑎) is Data variance for the ith class. 

3.2.2 Reducer Process  

It combines the probability index-based tables 

of the mapper with those of the reducer. A 

technique is used to build a single table from 

indices-based tables using the below reducer 

method. 

𝑃 =  
∑ 𝑃(𝑎)𝑉

𝑎=1

𝑉
      (11) 

𝑃(𝑎)  is the single probability index-based 

database based on reducing-based methods. 

3.3 Stochastic Social Group Optimization 

(SSGO) 

The SSGO technique is separated into two 

sections. The first section is the "improving 

phase," while the second part is the "acquiring 

phase." The skill level of each member in the 

group is increased during the 'improving phase,' 
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thanks to the impact of the best individual in the 

group. The best person in the group is the one 

with the greatest degree of knowledge and 

ability to solve the issue, and during the 

'acquiring phase,' each individual improves his 

or her knowledge by mutual contact with other 

participant in the organization and the best 

person in the group at the moment. The 

following is a rudimentary mathematical 

understanding of this notion. In Stochastic 

SGO (SSGO), improving phase remains the 

same, and the acquiring phase only modified. 

Let Xj; j = 1, 2, 3, … . N  be the social group 

members, Xj =  (Xj1, Xj2, Xj3, … . XjD)  D 

denotes the number of traits that define an 

individual's dimensions and fj; j = 1, 2, 3, … . N 

are the values correspond to their respective 

fitness levels. 

Improving phase: The best individual (gbest) in 

every social group seeks to spread information 

among all members, which helps others in the 

group enhance their knowledge. 

Hence, 𝑔𝑏𝑒𝑠𝑡𝑔 = min{𝑋𝑗; 𝑗 = 1, 2, 3, … . 𝑁 }  at 

generation g in order to solve the minimization 

issue 

During the improvement phase, each individual 

receives information from the group's best 

(gbest) member. Each person's updating may 

be calculated as follows: 

𝑓𝑜𝑟 𝑖 = 1: 𝑁  
𝑓𝑜𝑟 𝑗 = 1: 𝐷  

𝑋𝑛𝑒𝑤𝑖𝑗 = 𝐶 ∗ 𝑋𝑜𝑙𝑑𝑖𝑗 + 𝑟

∗ (𝑔𝑏𝑒𝑠𝑡(𝑗) − 𝑋𝑜𝑙𝑑𝑖𝑗) 

𝐸𝑛𝑑 𝑓𝑜𝑟  
𝐸𝑛𝑑 𝑓𝑜𝑟  

where r as a random number,  𝑟~𝑈(0, 1)Take 

𝑋𝑛𝑒𝑤 if It provides a better level of fitness than 

𝑋𝑜𝑙𝑑  The parameter c represents self-

introspection.  

Acquiring phase: During the acquisition phase, 

members of a social group interact with the best 

member (Gbest) of that group and with other 

members randomly in order to acquire 

knowledge. When another person is more 

knowledgeable than the individual, he or she 

acquires new knowledge. A knowledgeable 

individual has a greater impact on others in 

terms of influencing them to learn from him or 

her. A person learns something new from 

another person if the other person has more 

information than he or she does and he or she 

has a greater Identity Possibility (IP) of gaining 

that knowledge. As a result, the modified 

acquiring phase is written as 

for j=1:D 

Randomly select one person 𝑃  , where 𝑖 ≠ r 

If f(X_i )< f(X_r ) 

If r>IP 

for j=1:n 

X_(newi,j)=X_(oldi,j)+r1*(X_(i,j)- X_(r,j) 

)+r2 * (〖gbest〗_j-X_(i,j) ) 

End for 

End for 

Else 

For j=1:D 

𝑋𝑛𝑒𝑤𝑖 = 𝑋𝑜𝑙𝑑𝑖 + 𝑟1 ∗ (𝑋𝑟 −  𝑋𝑖) + 𝑟2 

∗  (𝑔𝑏𝑒𝑠𝑡𝑗 − 𝑋𝑖𝑗) 

End for 

End If 

Accept 𝑋𝑛𝑒𝑤 if it gives a better fitness function 

value. 

End for 

where r1 and r2 are the sequences are 

independent of one another, r1~U(0, 1)  and 

r2~U(0, 1) . Equation above illustrates how 

these sequences have an impact on stochastic 

nature of the algorithm. A flowchart has been 

developed to make the entire process easier to 

comprehend and implement.  
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3.4 Implementation of SSGO with IFCM  

This section provides a step-by-step description 

of the implementation of SSGO-IFCM. 

Step 1: Identifying the problem and initializing 

the parameters 

Determine the size of the population (N), the 

generation number (g), the parameters (D), and 

the variables' limits (UL, LL). Here are the 

definitions of the optimization problem: 

Minimalize the cost utility f(X). Subject to =
 (X1, X2, X3, … . XD) so that =

 (Xj1, Xj2, Xj3, … . XjD) where f(X) is that, X is a 

vector of design variables, then the objective 

function can be computedLLi ≤ xi ≤ UL,i. 

Step 2: Initiate the population 

The size of the population and the features of 

the population are used to generate a random 

population. For SSGO, population size refers to 

the number of individuals. The population can 

be categorized as follows: 

𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛

=  [

𝑥1,1 𝑥1,2 𝑥1,3 … 𝑥1,𝐷

⋮ ⋱ ⋮
𝑋𝑁,1 𝑋𝑁,2 𝑋𝑁,3 ⋯ 𝑋𝑁,𝐷 

] 

Step 3: Improving Phase  

Determine gbest after that. It is important to 

determine which solution is most appropriate 

for that iteration. The improving phase is 

similar to the learning phase in that each 

participant gains knowledge from their group's 

best. 

𝐹𝑜𝑟 𝑖 =  1 ∶  𝑁  

𝐹𝑜𝑟 𝑗 =  1 ∶  𝐷  

𝑋𝑛𝑒𝑤𝑖𝑗 = 𝐶 ∗  𝑋𝑜𝑙𝑑𝑖𝑗 + 𝑟

∗ (𝑔𝑏𝑒𝑠𝑡(𝑗) − 𝑋𝑜𝑙𝑑𝑖𝑗) 

End for 

End for 

The value of c represents the self-introspection 

factor. For a particular situation, the value of c 

may be determined experimentally. In this 

work, we set it at 0.2 after a comprehensive 

examination of our examined difficulties, and r 

is a random value. 

Step 4: Acquiring phase  

As previously stated, during the acquiring 

phase, a member of a social group connects 

with the best individual, i.e., the best of the 

group, and then engages at random with other 

members of the group in order to acquire 

information. "Acquiring phase" defines the 

mathematical phrase. 

Step 5: Termination criterion  

If the max iteration numbers is reached, the 

simulation is terminated; otherwise, redo Steps 

3-4. 

4 RESULTS & DISCUSSION 

4.1 Dataset Selection and Pre-processing 

This data set is linked to 

"https://www.kaggle.com/kmader/skin-cancer-

mnist-ham10000". This data set contains a 

stable assortment of images of malignant and 

benign skin moles. The dataset is divided into 

two records, more or less every containing 

1800 images (224x244) of 2 different molarity. 

The finite size as well as wide range of 

available histologic set of images inhibit 

artificial neural training for rapid recognition of 

skin lesions with pigmentation. To resolve this 

concern, the HAM10000 data - set ("Human 

Against Machine with 10000 training 

pictures") has been used. Dermatoscopic 

images from diverse demographics were 

collected, conquered, as well as archived. The 

final set of data includes 10015 dermatoscopic 

images that can be utilized for academic 

purposes. 
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4.2 Performance metrics 

4.2.1 Normalized Mutual Information (NMI)  

Mutual data is characterized as the 

measurement of mutual dependency among 

two parameters in general. NMI ranges from 0 

to 1, with 0 indicating no mutual information 

and 1 indicating perfect correlation. A higher 

NMI value suggests a more effective clustering 

model. 

𝑁𝑀𝐼 =  (ℎ(𝑒) + ℎ(𝑎))(ℎ(𝑒, 𝑎))
−1

       (12) 

4.2.2 Adjusted Rand Index (ARI)  

Random Index is essentially more than a 

measurement of similarity among two separate 

data clustering. Rand Index values range from 

0 to 1, with 0 indicating that two distinct data 

clustering exist at any moment and 1 indicating 

that data grouping are absolute. A higher ARI 

value suggests that the model is more efficient. 

𝐴𝑣𝑒𝑟𝑎𝑔𝑒𝑅𝑎𝑛𝑑 𝑖𝑛𝑑𝑒𝑥

=
(𝑅𝑎𝑛𝑑 𝐼𝑛𝑑𝑒𝑥 − 𝑡𝑟𝑢𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒)

(𝑀𝑎𝑥(𝑅𝑎𝑛𝑑 𝐼𝑛𝑑𝑒𝑥) − 𝐸(𝑅𝑎𝑛𝑑 𝐼𝑛𝑑𝑒𝑥))
−1       (13) 

𝐶𝑙𝑢𝑠𝑡𝑒𝑟𝑖𝑛𝑔 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦

= 𝑃 (∑ 1(𝐴𝑘

𝑃

𝑘=1

= 𝑚𝑎𝑥(𝑑𝑘) ))
−1

        (14) 

The clustering assignment is denoted by dk in 

the above equation. 

Table 1: Comparison of existing and suggested methods for a given database 

Methods Accuracy Precision Sensitivity Specificity F1-Score 

FCM 78.24 72.21 88.32 68.32 82 

IFCM 82.36 72.34 93.28 71.23 84 

Proposed  
91.7 81 99 78 91 
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Figure 3: Performance Evaluation of different algorithms 

 

Table 1 and fig 3, illustrating some 

observations of Training Statistics and Test 

Sets, based on the case data sets, determines the 

results for the classifier, classes instances based 

upon the same observation, compares 

performance measures of various FCM, IFCM 

techniques are compared to proposed 

techniques.  

5 CONCLUSIONS 

IFCM is a conventional FCM with an extra 

function variable for determining the distance 

among the instances and the Cluster; moreover, 

we incorporate SSGO to improve the efficiency 

metrics. Moreover, SSGO aids in effective and 

speedier model training; when paired with 

fuzzy C-Means, IFCM has a fine clustering 

model. In order to test IFCM, well-known 

machine learning datasets are used: MNIST. In 

addition, a full comparative study is performed 

using performance metrics such as accuracy, 

normalized mutual index, and adjusted rand 

index; in each of these metrics, IFCM with 

SSGO outperforms several state-of-the-art 

approaches like as FCM and K-means. 

Clustering is regarded a rookie mechanism for 

data analysis in the machine learning sector; 

yet, IFCM with SSGO contains a superb 

clustering mechanism with minimal growth in 

comparison to other existing models. There are 

various more areas that must be prioritized for 

real-time data clustering. 
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