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Abstract 

Closed circuit television (CCTV) surveillance for detecting the humans involves an expanded 

research analysis especially for crime scene detection due to various restraints such as crowded 

annotation, night footages, and rainy (noisy) clips. The main visualization of the crime scene is to 

recognize the person in particular obtained in all frames is a challenging task. For this occurrence, 

Content-Based Video Retrieval (CBVR) method refines the collection of these video frames 

resulting keyframes to reduce the burden of huge storage. Here, Spatio-Temporal classifiers 

method as an added advantage with frame differencing and edge detection method reports the 

human detected keyframes without the termination of background regions in order to negotiate the 

crime scene more efficiently.  The main objective of this paper is to analyze the obtained keyframes 

with Human detection pointing a distinctive between Spatio-Temporal HOG-SVM and HAAR-

like classifier to survey the optimum. Finally, the resulting keyframes mutated with the canny edge 

detection method by HOG-SVM sequel with greater accuracy level of 98.21% compared to 

HAAR-like classifier.  

Keywords: CCTV surveillance, HOG (Histogram of Oriented Gradients) – SVM (Support Vector 

Machine), HAAR-like Cascade Classifier, Keyframe Extraction, Spatio-Temporal feature 

extraction, Human Detection, CBVR (Content Based Video Retrieval).

I. Introduction 

In the current circumstances, CCTV 

surveillance is used in many public areas such 

as official sectors, airport authorities, railway 

stations etc. The surveillance video footage 

documents only the images or the videos of the 

instance occurred with huge stored video data 

of day-to-day instance. The security room 

further receives the captured videos of crime 

scene only after the event expired with no other 

supplementary information. The main 

requisites of investigator have to sit for a long 

stretch to suspect the suspicious activity or 

some abnormal activities from these footages to 

accumulate the evidence. The suspected frames 

with the human criminal activity in the video 

surveillance still a challengeable task. 

Therefore it is necessary to determine an 

algorithm to detect the human and object in the 

surveillance footages to quote the crime scene 

frames.  

Human detection in video surveillance plays a 

crucial role in diverse applications including 

the abnormal event perception, crime scenes, 
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etc., Many researchers followed various 

methods to detect the human has a growth in 

many image processing applications and deep 

learning algorithms. The area of application of 

human detection in Video surveillance is more 

enhanced in Machine Learning, Artificial 

Intelligence and Deep Learning.  

The proposed work grasps the current scenario 

of CCTV footages as dataset for the crime 

scene investigation focused on background 

detection, motion detection and moving object 

classification. The final resultant keyframes by 

frame-differencing method and edge detection 

method makes a comparative on human 

detected key frames with HOG-SVM and 

HAAR-like cascade classifier to reach out the 

optimum. 

The paper work is systemized as follows: 

Section 2 briefly explains the related work of 

the human detection in surveillance. The 

proposed approach is elaborated detailed in 

Section 3. The implementation and the 

experimental results are described in Section 4 

followed by the conclusion work in Section 5. 

II. LITERATURE REVIEW 

The literature review proposes the various 

approaches by the authors for detecting the 

human from the video surveillance. As the 

scope is to determine the human from other 

non-human objects in a video surveillance, the 

Content Based Video Retrieval deserves a best 

source for the proposal. The initial stage of 

detecting the humans from the frames can be 

performed using background subtraction, 

optical flow or spatio-temporal filtering. 

In the first phase the background subtraction in 

general is the distinction of motion. This 

detects the region in motion by deducting the 

required person image as pixel-by-pixel with 

elimination of the background [1]. The moving 

objects are detected by methods with the 

combination of background subtraction using 

pixel intensity [2], adaptive background 

mixture [3], and single change detection using 

wavelet transform [4] through background 

subtraction but these methods works on with 

low complexity and achieving better results. 

Also, the background subtraction has the fewer 

tendencies on evidence collection for crime 

scene investigation owing to the loss of 

background scene. 

The next phase is the study on optical flow, 

which tracks the person for a required period of 

time to make exact information, is a major 

drawback for investigation. This method is 

processed for the human motion flow of current 

frame and the consecutive frames of stable 

video scenes [5] using optical flow model [6] 

and optical flow gradient based [7] etc. The 

detected objects from the optical flow reports 

well in the simple background but not on 

complex background scenes. 

The next level of object detection is using 

spatio-temporal filtering, where it filters the 

objects at variable background further a major 

precedence for crime scene investigation. The 

spatio-temporal features detects the object 

using spatio-temporal graph method[8], spatio-

temporal correlation with space-time object 

outline [9], spatio-temporal improving the per-

pixel predicting map[10], and also with three 

dimensional Gabor filter method [11] at 

varying background determination, further they 

are good in computational time. 

The proposed method uses the Spatio-temporal 

based technique from which the humans are 

detected in each frames using the feature 

extraction method HOG-SVM and HAAR- like 

cascade classifier. Here, HAAR Wavelet Based 

Cascade detector selects the most human like 

region with the spatio difference [12] and on 

the other side Histogram of Oriented Gradient 

[HOG] defines a bounding box to describe the 

person differed to other objects. The extracted 

keyframes are reported has a summarized video 

frames supporting the crime investigations. 

Here, the performance analysis of these two 

methods when compared substantially proved 

that HOG features along with linear SVM 
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(Support Vector Machine) achieve human 

detection keyframe at greater accuracy [13] 

level.   

III. PROPOSED APPROACH 

METHOD 

Fig. 1. Overall framework of proposed work 

 

The proposed work is carried out by three 

different steps, to make a comparative 

discussion on human detection: (1) The Video 

sequence collected from surveillance. (2) The 

feature extraction method is applied to these 

Video collections and (3) the Keyframes are 

evaluated and compared. The flow chart of the 

proposed work is given in figure1. 

A. VIDEO PREPROCESSING 

The CCTV surveillance of the recorded video 

footages is collected as dataset to capture the 

human detection. The footages at the initial step 

are to be sliced as frames. The collected 

footages are converted into gray-scale and also 

for faster detection these video frames are 

resized. The Human highlighted frames are 

extracted through the feature extraction method 

from which the humans are classified well. 

B. SPATIO TEMPORAL FEATURE 

EXTRACTION- HUMAN DETECTION 

Human detection is classified by these two 

methods. A detailed analysis has been studied 

here on the basis for the development of the 

proposed technology. 

B.1.HOG AND SVM COMBINATION 

The human detection in CCTV surveillance 

was also aimed by pattern recognition as like 

by the standing, sitting and walking [15]. The 

human can also be detected by their actions and 

their movements through individual and 

through a group of interactions [16]. The 

humans are much survived a lot in surveillance 

for crime scenes which can be prevailed by 

their 2D and 3D head surface model for the 

internal recognition of human [17]. Not only by 

pattern their body shapes such as face, skin, and 

other regions to authorize them as human [18].  

In such circumstances, the feature extraction 

method supports a long way for the Human 

detection technique using HOG, which was 

primarily introduced Dalal and Triggs[13]. 

HOG method is used to describe the shape and 

regional appearance of the object with the 

intensity allocation of gradients or through the 

direction of contours. 

Here the gradients are derived by evaluating the 

derivative in form of x and y.  The performance 

of these descriptors on each frame can be 

acquired by splitting the image (single frame) 

into small connected sector called as cells or 

blocks.  So prior to the frame extraction of 

HOG features, an iterative study is 

accomplished to find the most important 

blocks. These set of cells are kept in proposal 

while extracting the HOG features. This will 

eliminate the unwanted blocks. Then for each 

blocks the histogram of gradient are computed 

or the edge orientation include the pixel of the 

cell are evaluated.  The integration of these 

histogram results the required descriptor as 

depicted in Fig 2. 
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Fig.2. Overall View of HOG Human 

Detection process 

 

The resultant descriptors are classified using 

Support Vector Machine (SVM) which was 

initiated by Vapnik which splits the hyperplane 

between the spaces of two classes [19].  As the 

human detected through the HOG, the SVM 

maximize the edge, which is the distance 

between the separation boundary and the 

nearest regions.  The SVM algorithm 

transforms the space of the input frames into a 

space of higher dimension, which exist linear 

separator [20]. The HOG and SVM results the 

video surveillance dataset with a high 

efficiency on each frame holding the picture 

with the Human or non-human as depicted in 

Fig. 3. 

Fig.3. HOG penetrating Frames 

 

 

B.2. HAAR-LIKE CASCADE CLASSIFIER 

The comparative feature extraction method 

goes on with HAAR Classifier. The HAAR 

classifier is one of the effective methods for 

object detection. This method was introduced 

by Paul Viola and Michael Jones during year 

2001[21]. This method is used not only for 

human full body detection but also for face 

detection [22], pedestrian detection [23], and 

white blood cell detection [24]. The cascade 

function is tested and trained from an excess of 

images of both the positive and negative. The 

trained results are stored in a separate .xml files 

as cascade function. Now the successive step is 

to convert the obtained frames to gray scale. 

The combination of the cascade function as 

body classifier xml file extracts the bounding 

boxes of human using the 

body_classifier.detectMultiScale along with 

the scale factors. Here the scale factor denotes 

the parameters of how far the image is reduced 

to its image scale. Finally, the HAAR-Like 

Cascade classifier results the rectangular 

bounding box Human on each frame as pictured 

in Fig. 3. 
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Fig.4. Overall View of HOG Human 

Detection process 

 

Fig.5.HAAR-like Classifier penetrating Frames 

 

As according to the requirements the humans 

are detected from video surveillance dataset 

with the trained xml files are resulted in Fig.5.  

The proposed work gives an intention from the 

obtained frames of both these methods. The 

collection of frames from both these methods 

derives that HOG with SVM outcomes with an 

increasing level of frames contrast to HAAR-

like classifier. As for crime scene detection 

even a single progress has to be tapered from 

which the redundancy can be eradicated. So, 

the obtained frames through HOG along SVM 

determine the best for the further progress of 

extracting the keyframe to classify the human 

detected keyframes.  

C. KEY FRAME EXTRACTION USING 

FRAME DIFFERENCE WITH EDGE 

DETECTION METHOD 

The keyframes can be extracted by many terms 

such as background subtraction, optical flow, 

inter-frame difference etc. The frame 

difference is evaluated as the absolute 

difference between the current frame and 

previous frame by their pixel calibration. 

The intention of choosing the frame difference 

method as revealed from other methods is 

depicted in table 1. 
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Table 1 Merits and de-merits of motion 

detection methods 

Methods Advantages Disadvantage

s 

Frame 

Difference[25] 

Low 

Computing 

Complexity 

and the 

processing 

speed is high 

The human 

detection is 

more sensible 

but rarely 

affected by 

background 

luminance. 

Background 

Subtraction[26

] 

Detects the 

human 

without 

background 

with self-

adaptive 

updates. 

The scene 

cannot be 

justified 

without 

background 

Optical 

flow[27] 

Motion 

features are 

highly 

concentrate

d to obtain a 

statistical 

measure 

Low 

processing 

speed with 

high 

complexity 

The humans are classified by the feature 

extraction method, while their motion and the 

redundancy in frames can be reduced by the 

frame difference method. To the extent we 

reach to the objective of the proposed work of 

declaring the best keyframes by the frame 

difference method.  

The Canny edge detection is a method used to 

detect the edges with noise suppressed. Hence 

the canny edge detection along with frame 

difference method supports to provide an 

efficient keyframes. Thus a comparative 

metrics results for human detected frames by 

HOG and HAAR produce a distinguished result 

when compared to keyframes without detecting 

Humans. 

 

IV. RESULTS AND DISCUSSION 

The proposed work is implemented in Open 

CV image processing using python. Here, the 

resulted keyframes from the CCTV footage 

datasets are depicted in table 2. The 

performance measures of the obtained 

keyframes are processed for metrics evaluation 

through compression ratio, precision and 

accuracy. 

Compression ratio={1 −
𝑁𝑠𝑝𝑘

𝑁𝑓
} ∗ 100                    (1) 

reports the compactness of the obtained 

keyframe. 

Precision =
𝑁𝑘

𝑁𝑠𝑝𝑘
∗ 100                                               (2)                            

reports the number of keyframes retrieved 

Recall=
𝑁𝑎𝑓

𝑁𝑎𝑓+(𝑁𝑠𝑝𝑘−𝑁𝑘)
∗ 100                                   (3)                              

reports the relevant keyframes from the 

obtained frames.  

Here, Nkis the total keyframe without detecting 

human,  Nf is the total human detected frames 

through HOG/HAAR, Nspk is the total 

keyframe obtained by HOG/Haar. 

Table 2.and Fig 6. illustrates the results 

obtained from HOG-SVM, where gradients 

highlighted the humans as rectangular 

bounding box for the complete footages. Still 

there exists a lack of detecting some of the 

humans in crowded areas. This can be rectified 

by non max suppression techniques or by some 

other techniques but the results proved better 

for the summarization of video keyframes. 
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Table 2. Comparison of With and Without Human Detected Keyframes 

Video Frames 

obtained 

without 

human 

detection 

Keyframe

s without 

human 

detection 

Human 

detected 

Frames 

through HOG-

SVM 

Keyframes 

through 

HOG-SVM 

Human 

detected 

Frames 

through 

HAAR 

classifier 

Keyframes 

through Haar-

like classifier 

CCTV1 520 7 1006 18 353 7 

CCTV2 579 5 1369 25 502 6 

CCTV3 499 7 672 14 498 7 

CCTV4 629 8 2497 48 1077 18 

CCTV5 677 13 895 33 720 25 

Fig. 6. Human detected HOG-SVM Keyframes 

Table 3. Spatio Result – Human Detection – HOG Key Frame Extraction 

VIDEO FRAMES 

OBTAINED 

KEYFRAMES PRECISSION RECALL CR 

CCTV1 1006 18 38.89     97.93 98.21 

CCTV2 1369 25 20.00 96.67 98.18 



Performance Analysis of Spatio-temporal Human Detected Keyframe Extraction 
 

240 
 

CCTV3 672 14 50.00 100.31 98.34 

CCTV4 2497 48 16.67 94.03 98.08 

CCTV5 895 33 22.02 96.54 98.24 

Table 2 and Fig 7.illustrates the results obtained 

using Haar-like classified detector. It proves 

the accuracy level of detecting the humans 

perfect at different scales. However, it lacks 

because of the intensity range of retrieving the 

frames when compared to HOG. Even a small 

change is oriented in HOG which is not enough 

in Haar. The overall summarization produced 

by the Haar-like classifier fails to report in 

keyframes obtained. 

Fig. 7. Human detected Haar-like Keyframes 

Table 4. Spatio Result – Human Detection – Haar Key Frame Extraction 

VIDEO FRAMES 

OBTAINED 

KEYFRAMES PRECISSION RECALL CR 

CCTV1 353 7 100 100 98.02 

CCTV2 502 6 83.33 99.83 98.16 

CCTV3 498 7 99.91 99.99 98.06 

CCTV4 1077 18 44.44 98.44 98.33 

CCTV5 720 25 84.32 95.45 98.03 

The comparative study on the proposed work 

by the frame-differencing method along with 

the canny edge detection method is represented 

by graphical representation work as derived in 

fig. 8 from table 2. The spatio-temporal feature 

detection method metrics results that HOG-

SVM with 98.21% in contrast to HAAR-Like 

Cascade Classifier metrics results with 98.12%. 

Hence it is proven that HOG-SVM achieves 

with greater accuracy as from table 3 and table 

4. 
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Fig 8. Edge Detected keyframes 

 

V. RESULT  

Despite the considerable progression on 

research in video retrieval, CBVR has a little 

impact on CCTV surveillance for keyframe 

extraction. The contrast study on Human 

detection using the spatio-temporal feature 

extraction methods between HOG and HAAR-

like classifier of CCTV surveillance data runs 

to reach its excellence. Thus the HOG and 

Haar-like feature extraction supports a lot to 

determine the humans from a huge stored 

footages. In human detection process of 

retrieving the keyframes used by HOG-SVM 

proves the best, because HOG-SVM approach 

reports with the increased level of frames of 

pointing the keyframes with best summarized 

report when compared to HAAR-like classifier, 

drops the relevant frames needed for the 

summarization. Thus the proposed work of 

detecting the Humans using HOG reports with 

the necessitate keyframes. The future work of 

this is to analyze the video footages for human 

detection method is to be fine-tuned in all 

circumstances.  
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