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Abstract: 

The main objective of this research study is to improve accuracy for Human Activity Recognition using Data 

Analysis Techniques. Materials and Methods: A Logistic Regression  with sample size 10 and  K-nearest 

Neighbors (KNN) Algorithm with sample size of 10. It was iterated at different times predicting the accuracy 

percentage of human Activity Recognition. Results: Human Activity Recognition  utilizing Novel Logistic 

Regression 95.52% accuracy compared with K-nearest Neighbors (KNN) Algorithm 90.52% accuracy. Logistic 

Regression seems to perform essentially better compared to  K-nearest Neighbors (KNN) Algorithm (p=0.42) 

(p<0.05). The Logistic Regression algorithm in computer vision appears to perform significantly better than the 

K-nearest Neighbors (KNN) Algorithm algorithm. Conclusion: Within this human Activity Recognition 

Logistic Regression has more accuracy over  K-nearest Neighbors (KNN) Algorithm 

Keywords: NovelLogistic Regression, Data Analysis, Human Activity Recognition,  K-nearest Neighbors 

(KNN) Algorithm ,  Accuracy. 

 

Introduction: 

        An action is a set of movements of the 

human body and these movements tend to be 

sequential.Action recognition intuitively 

means recognizing a set of actions(Roy, 

Girdzijauskas, and Socolovschi 2021). From 

an outlook of computer vision, action 

recognition refers to learning a set of video 

sequences to identify the sequence of 

movements associated with a particular 

action and using the knowledge obtained to 

predict a future action based on the 

movements associated(Grieco et al. 2021). 

Action recognition is a key component in 

many applications, namely, human-computer 

interaction, surveillance, video analysis 

etc(Han 2021). Recognizing an action helps 

the system to summarize an entire event. For 

instance, action recognition is becoming an 

integral part of sports systems for summaries 

as seen in Han et al(Daher et al. 2021).It is 

additionally pertinent for typical activities 

for the most part connected with clinical 

issues help and furthermore it is likewise 

appropriate for gaming reason as well. 

 

Estimation of predicting human 

activity recognition in machine learning has 

been administered by researchers and 45 

related articles in IEEE and 30 articles are 

published within the research gate. Act 

prediction may be a probabilistic process of 

inferring ongoing activities from videos only 

containing onsets of the activities. The goal 

is to enable early recognition(Fan and Gao 

2021) of unfinished activities as opposed to 

after-the-fact classification of completed 

activities.this is proposed to implement(Fu 

2015) a systematic human activity 

recognition method to recognize basic 

activities (BA) and transitional activities in a 

continuous sensor data stream.In this work  

both a novel method in process prediction, 

which has largely relied on explicit process 

models, and also a novel application of deep 

learning methods.(Venu and Appavu 2021; 

Gudipaneni et al. 2020; Sivasamy, 

Venugopal, and Espinoza-González 2020; 

Sathish et al. 2020; Reddy et al. 2020; 

Sathish and Karthick 2020; Benin et al. 

2020; Nalini, Selvaraj, and Kumar 2020) 
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 Previously our team has a rich 

experience in working on various research 

projects across multiple disciplines(Venu 

and Appavu 2021; Gudipaneni et al. 2020; 

Sivasamy, Venugopal, and Espinoza-

González 2020; Sathish et al. 2020; Reddy et 

al. 2020; Sathish and Karthick 2020; Benin 

et al. 2020; Nalini, Selvaraj, and Kumar 

2020).Existing systems(Ortiz 2015) have 

drawbacks of poor image resolution, less 

accuracy, poor lighting and low contrast, 

higher computational cost, lack of standards, 

more time consuming process. Therefore an 

approach is required which can handle the 

above issues and helps in (Ahad, Antar, and 

Ahmed 2021)predicting activity of a human. 

In this article it is proposed to design a 

system which will predict Activity 

recognition of humans through detection and 

tracking by using Data Analysis(Chen and 

Nugent 2019). Techniques thereby 

increasing accuracy and precision by 

reducing computational cost.A Novel Pattern 

Discovery Based Human Activity 

Recognition Using Data Analysis 

Techniques By Comparing Novel Logistic 

Regression Over  K-nearest Neighbors 

(KNN) algorithm 

 

Methods and Materials 

This research study was carried out in 

the Image Processing Laboratory at the 

Department of Computer Science and 

Engineering, Saveetha School of 

Engineering, Chennai.  This research study 

uses two groups,(Strickland, n.d.) the LR 

Algorithm, and the  K-nearest Neighbors 

(KNN) algorithm. Each sample size was 

predicted using the g-power tool with 

version 3.1.10 and resulting in 64 sample 

sizes with 80% of g-power values and the 

threshold two tailed significant value is set to 

0.05 and the confidence interval as 95% 

The dataset used for this experiment 

is obtained from the Kaggle open access 

dataset.The Pre- test analysis has been 

prepared using clinical.com by having a G 

power of 80% and threshold 0.05%, CI 95% 

mean and standard deviation. Group 1 is the 

Novel Logistic Regression algorithm with 

the sample size of 10 and the KNN algorithm 

is group 2  with sample size of  10 and they 

are compared for more accuracy score and 

precision score values for choosing the best 

algorithm.Sample size has been calculated 

and it is identified that 10 samples/ group in 

total 20 samples with a standard deviation 

for Novel Logistic Regression algorithm = 

0.4198 and KNN algorithm = 0.30102 

 

Logistic Regression:  

Logistic Regression is a supervised 

learning classification algorithm used to 

predict the probability of a target variable. 

The nature of target or dependent variables 

in dichotomous, which means there would be 

only two possible classes 

 

Pseudocode for the LR algorithm 

Input: 

Training algorithm L (logistic regression) 

Sample matrix X 

Labels vector Y=[1,.....K] 

Initial regression parameters vector θi 

Main: 

For i=1:K 

Create a new binary vector 

yifor each label where yi=1 

  if it belongs to the label and 

yi=0 if it does not belong. 

 Apply L to X to findθi 

 

 

Output: 

 θiParameters vector for each 

regressor 

 

K-nearest Neighbors (KNN) Algorithm: 

The K-nearest neighbors (KNN) algorithm is 

a simple , supervised machine learning 

algorithm that can be used to solve both 

classification and regression problems. It’s 

easy to implement and understand,but has a 

major drawback of becoming significantly 

slows as the size of the data in use grows  

 

Pseudocode for the KNN Algorithm: 

1. Calculate "d(x, xi)" i=1, 2, ....., n; where d 

denotes the Euclidean distance between the 

points. 
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2. Arrange the calculated n Euclidean 

distances in non-decreasing order. 

 

3. Let k be a +ve integer, take the first k 

 

distances from this sorted list. 4. Find those 

k-points corresponding to these k-distances. 

 

5. Let k₁ denotes the number of points 

belonging to the ith class among k points i.e. 

k >= 0 

 

6. If ki >kj Vij then put x in class i. 

 

Statistical Analysis 

All analyses were performed using Software 

Package for Social Sciences (SPSS) for 

descriptive statistical analyses such as were 

carried out for each group.The analysis was 

done using IBM SPSS version 21. It  is a 

statistical software tool  used for data 

analysis. For both proposed and existing 

algorithms 10 iterations were done with a 

maximum of 20 samples and for each 

iteration the predicted accuracy was noted 

for analyzing accuracy. The test was 

performed to compare variables across study 

groups. Hence independent variables in this 

study are sitting, standing, walking and 

laying etc. The dependent variable is 

prediction of accuracy of Human activity 

recognition. Independent sample t-test is 

performed to compare performance of both 

group-1 and group-2 using Novel Logistic 

Regression and KNN algorithms. 

 

Result 

The datasets is provided by google 

colab, The KNN machine learning algorithm 

and the Logistic Regression machine 

learning algorithm are compared with 10 

samples by applying various 70%  of training 

data and 30% of testing datasets by varying 

the number of records of the dataset and the 

outcomes are depicted in Table 2 and the 

dataset consists of 1112 rows where the 

accuracy of both the KNN and the LR 

algorithm are obtained for 10 samples 

(iterations). In Table 1, observed after 

performing statistical analysis of 10 samples, 

Novel Logistic Regression obtained .4198 

standard deviations with .18776 standard 

error while the KNN algorithm obtained 

.301202 standard deviations with .13476 

standard error. The independent t-test two 

tailed significance value is smaller than 0.05 

showed that our hypothesis holds a good 

value.  For changes in the input values the 

corresponding output values also change and 

it is depicted in Table 1. From Table 2, the 

independent sample t-test with two tailed 

significance and standard error is 

determined. The “p” value is less than 0.05 

considered to be statistically significant and 

95% confidence intervals were calculated. 

The independent sample t-test was used to 

compare the accuracy of two algorithms and 

a statistically significant difference was 

noticed p < 0.001 The logistic regression 

model obtained 95.52% accuracy in Fig1. 

When compared with the other algorithm’s 

performance, the proposed LR classifier is 

significantly better than KNN. 

 

Discussion: 

The predicted accuracy for human 

activity recognition by the LR algorithm has 

found 95.52% accuracy over KNN algorithm 

has found 90.528% of accuracy and also 

observed that the LR algorithm seems to be 

significantly better than the KNN algorithm 

with (p<0.05)(Ahad, Lago, and Inoue 2020). 

Table 1 has a calculated two tailed 

significant value of p is 0.001, the results 

corresponding to equal variances assumed 

are considered for analysis(Sinha et al. 

2021). The negative value of ‘t’ implies that 

the mean of the LR appears to be statistically 

greater than the mean of the KNN. (Song et 

al. 2021) Hence this research study found 

that the LR algorithm seems to be 

significantly better than the KNN algorithm 

To oppose this study some other 

research findings used modern techniques 

but using machine learning algorithms for 

analysis. In the other existing studies, 

various types of human activity recognition 

are used for learning(Brownlee 2018). A 

Neural Network  is also  used to find human 

activity recognition  in the existing 
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study(Brownlee 2018; Hu et al. 2021) . This 

research study is limited to the LR algorithm 

applied on this  dataset having limited 

features such as only applicable to specific 

regions with preprocessed dataset also 

compared only with two groups of data.(Kim 

et al. 2021) 

The limitations in our study is, it's not 

economical, and takes a longer consuming 

process. Early prediction of the act isn't 

possible. Less accuracy rate & can't be 

implemented altogether in images and 

videos. In future, it is proposed to implement 

a HAR system to be trained to be ready to 

detect more activities, create a system 

supported user’s age bracket , in order that 

their activity patterns are often want to show 

similarity, and add more features and 

perform advanced feature engineering 

techniques for a far better distinguished 

activity system. It is proposed to implement 

a true - time system on a smartphone which 

may be used for real time activity 

recognition. Specification is that our 

approach is able to estimate an individual’s 

actions with high accuracy based only on the 

knowledge. 

 

CONCLUSION 

The main aim of study is to measure 

accuracy in human activity recognition. In 

the proposed system Logistic Regression 

algorithm is implemented for human activity 

recognition. The parameters achieved have 

been compared with the K-nearest Neighbors 

algorithm. The results obtained show that the 

LR algorithm has found 95% of accuracy on 

human activity recognition than 90% of the 

KNN algorithm. 
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TABLES AND FIGURES 

Table 1.Statistical results of KNN and LR algorithms. Mean accuracy value, Standard Deviation and Standard 

Error mean for KNN and LR algorithms are obtained for 10 iterations. It is observed that the LR algorithm 

performed better than the KNN algorithm 

 Group N Mean Std Deviation Std Error Mean 

Accuracy 1 5 95.52820 .419845 .1877604 

2 5 90.52820 .301028 .134736 

Loss 1 5 1.64200 .216494 .096819 

2 5 1.64200 .217554 .097293 
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Table 2. Independent Sample Test of  Accuracy and loss ( Calculate P-value = 0.001 and Significant value = 

.98, Mean Difference = 4.9460 and confidence interval = (0.2311-0.1375). 

 Logistic Regression algorithm are significantly different from KNN algorithm 

Independent Samples Test 

 Levene’s Test for Equality of 

variances 

    T-test or Equality of Means  

      Significance   95% Confidence 

Interval of the 

Difference 

  F Sig t df One- 

Sided p 

Two- 

Sided P 

Mean 

Differe

nce 

Std.Erro

r 

Differen

ce 

Lower Upper 

Accuracy Equal 

variances 

assumed 

.711 .424 21.40 8 <.001 <.001 4.9460 .23110 4.4130 5.47892 

Equal 

variances not 

assumed 

  21.40 7.25 <.001 <.001 4.9460 .23110 4.40341 8.488582 

Loss Equal 

variances 

assumed 

.040 .846 -8.53 8 <.001 <.001 -1.172 .13725 -1.4885 -.8554804 

Equal 

variances not 

assumed 

  -8.53 8.0 <.001 <.001 -1.172 .137258 -1.4885 -.855479 

 

 
Fig. 1. Comparison of Logistic regression(group1) and K-nearest Neighbors algorithm(group2) in terms of 

accuracy. The mean accuracy of the  group1 is better than group2 and standard deviation of group1 is slightly 

better than group2.  X Axis :  LR vs KNN algorithm Y Axis: Mean accuracy of  detection±1 SD. 

 


