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ABSTRACT 

Aim: The objective of this work is to determine an approach in machine learning for loan approval prediction 

by comparing Random Forest algorithms with Decision Trees. To achieve accuracy novel random forest 

classifiers are used. Materials and Methods: Loan prediction datasets from the kaggle library are used to test 

accuracy and loss.The total sample size is 20. The two groups considered were Random Forest (N=10) and 

Decision tree (N=10). The computation is performed using G-power as 80%. Results: While the random forest 

method has a precision of 79.4490% and loss is 21.0310%, a method that looks superior to the traditional 

decision tree of 67.2860% and loss is 32.7140% respectively. Finally, it seems that the Random Forest method 

outperforms the Decision tree. RF and DT, The independent sample T-test result of p=0.33 (p>0.05) shows a 

statistically significant agreement between the two most extensively used machine learning techniques shows 

that two groups are statistically insignificant with confidence level of 95%. Conclusion:Random Forests seem 

to be more accurate in predicting loan acceptance than Decision Trees. 

Keywords: Loan Prediction, Loan Risk, Machine Learning, Decision Tree, Novel Random Forest Classifier, 

Accuracy. 

 

INTRODUCTION 

Loan prediction is a technology that offers 

you a loan approval interface for the 

applicant's loan application. Applicants 

supply personal information to a system, 

which then determines whether or not a 

loan is available based on that information 

(Choden and Unhapipat 2019). The 

majority of the bank's assets were derived 

directly from profits gained through loans 

disbursed by banks. Banks' principal 

purpose is to invest their money in safe 

places. While many banks and financial 

institutions currently give loans after 

extensive verification and validation, there 

is no guarantee that the party's nominee 

would be the most deserving of all 

applicants (Gramespacher and Posth 

2021). In this approach, machine learning 

is used to predict if an application is 

secure, and the whole feature validation 

process is automated (Sheikh, Goel, and 

Kumar 2020). The size of the loan is also a 

factor that should be considered when 

approving the risk of the loan. The chances 

of getting a small loan approved are 

higher. In general, a smaller monthly 

payment increases your chances of getting 

your loan authorised(Chen, Zhang, and Ng 

2018). 

 

The impact of loan predictions are 

discussed in different forms compared to 

this paper analysis. A total of 15 

publications in IEEE Explore and 7 in 
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Google Scholar have been published on 

the topic of loan forecasting. Understand 

lending processes in order to develop a 

model for predicting loan risk based on 

demographic information and other criteria 

that come together into a more complex 

approval process, and then to implement 

this model on cloud-based platforms 

(Ramachandra et al. 2021). In general, 

banks rely heavily on loan income to fund 

their operations. Urbanization has resulted 

in a huge increase in the number of people 

seeking loans. It gets more difficult to find 

someone who is eligible for a loan because 

of this (Gopinath, Srinivas Shankar 

Maheep, and Sethuraman 2021). Fraud 

detection in online banking transactions 

relied on DTs, deep learning, and Artificial 

Neural Networks (ANN). To identify 

counterfeit banknotes, DT, ANN, and 

SVM algorithms were coupled in another 

application. When using DT models to 

produce rules, it was possible to 

distinguish between real and fake 

banknotes (Meshref 2020). Decisions on 

whether or not an application is accepted 

or rejected are made using data from prior 

candidates. As many individuals seek bank 

loans each day, yet the bank's reserves are 

limited, it is difficult to meet demand. To 

create an accurate forecast in this situation, 

certain lessons would be quite helpful. - 

function (Singh et al. 2021). Machine 

learning is used to build predictive and 

probabilistic techniques for a particular 

problem in loan prediction in this study. If 

a loan is authorised for the collection of 

data about an application, this study 

employs logistic regression to determine 

this (Vaidya 2017). Several types of loan 

monitoring are used to examine the 

problem of trust among loan officers while 

making approval judgements. Loan 

officers were requested to assess 

probability of loan acceptance based on a 

standard loan monitoring or continuous 

reporting capacity (Searcy and Ward 

2011). 

(Bhavikatti et al. 2021; Karobari et al. 

2021; Shanmugam et al. 2021; Sawant et 

al. 2021; Muthukrishnan 2021; Preethi et 

al. 2021; Karthigadevi et al. 2021; Bhanu 

Teja et al. 2021; Veerasimman et al. 2021; 

Baskar et al. 2021) 

 

The research gap identified it is less 

accurate than the Decision Tree algorithm. 

While examining and adding human input 

to the dataset, the proportion of loan 

acceptance predictions is revealed to be 

quite low. The present model's 

categorization of loan approval prediction 

is less accurate since it uses limited 

functions. The ultimate goal of research is 

to increase the precision of determining 

loan approval prediction, and to reduce 

loss of data while training and testing 

dataset. The novel Random Forest 

Classifier used to achieve accuracy. 

 

MATERIALS AND METHODS 

The Data Analytics Lab at Saveetha 

School of Engineering is the site of the 

planned research. The Random Forest 

method and the Decision Tree algorithm 

were categorised into two categories for 

this investigation. Each group has ten 

participants as its sample size. G-power is 

80 percent, with a 95 percent confidence 

range, Alpha and Beta are each set at 0.05 

and 0.2 (Ambika, Ambika, and Biradar 

2021). 

 

The datasets are downloaded from kaggle 

and named as loan approval prediction 

dataset. The extracted data sets contain 

information about Variables and 

Description with unique features like 
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Loan_ID, Gender, Married, 

Dependents.Both the training and the 

testing portions of the dataset were 

separated. 70% of the information was 

used for training, while the remaining 30% 

was used for testing.. The technique was 

developed by comparing test and training 

datasets and then implementing it. For 

exhibiting this research work, a jupyter 

notebook is used along with a laptop with 

AMD ryzen 5 processor, 8GB RAM, along 

with 512 SSD  with 64 bit operating 

system. 

 

RANDOM FOREST ALGORITHM 

Supervised algorithm learning is the 

backdrop behind the Random Forest 

algorithm. It is used as part of a larger 

ensemble. Using a variety of basic models, 

it aims to provide the most accurate 

forecast of loan default risk possible. 

There are several decision trees in a 

Random Forest states classifier, and the 

mean accuracy of these decision trees is 

used to improve accuracy in the dataset as 

a whole. Random Forest, as opposed to 

depending on a decision tree, takes the 

forecasts from each tree and predicts the 

final outcome based on the majority vote 

(Arutjothi and Senthamarai 2017).Table 1 

describes the complete pseudo code for 

Random Forest Algorithm. 

 

DECISION TREE 

The supervised learning family includes 

Decision Tree. It is mostly utilised for loan 

classification and prediction, as well as 

problem-solving techniques. To set a high 

precision, tree-based learning algorithms 

are extensively utilised with prediction 

models that use supervised learning 

approaches. Both category and digital data 

can be handled by decision trees. Decision 

trees can help you reach a conclusion or 

make a decision.Table 2 explains 

pseudocode for DT supervised algorithms. 

Table 5 represents accuracy of loan 

approval prediction of classification using 

Decision Tree (Tchakoute-Tchuigoua and 

Soumaré 2019).Table 2 describes pseudo 

code for Decision Tree Algorithm.      

 Equation 1 determines the level of 

precision. 

 

Accuracy = TP+TN/ TP+TN+FP+FN  (1) 

 Where,  

                   The TP represents the model's 

definition of "true positives," which is the 

number of                     such results. 

                      The FP is a measure of how 

many false positives the model picked up. 

                      TN is a metric for expressing 

the total number of actual negatives in a 

given model. 

                      The amount of false - 

negative in the data set is known as the 

model-specific FN. 

 

Statistical Analysis 

IBM SPSS is utilised here for statistical 

implementation V22.0. Statistical Package 

for Social Sciences (SPSS) Mean, standard 

error, and graphs are all calculated and 

plotted using this software. The 

independent variables are Variable Name, 

Description, Type. The dependent variable 

is ‘accuracy’. For each group, a sample 

size of 10 is used, and accuracy is tested as 

a separate testing variable ((Ambika, 

Ambika, and Biradar 2021) in an 

independent samples-t-test. 

 

RESULTS 

The experimental results are carried out on 

Random Forest algorithm and Decision 

Tree algorithm where performance is 

measured based on accuracy. Table 3 

describes Datasets for loan approval 
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prediction. The classification accuracy and 

corresponding loss obtained with both the 

classifiers in the number of test runs 

shown in Table 4 and Table 5. Random 

Forest and Decision Tree algorithms are 

compared in Table 6. While Decision 

Tree's accuracy is 67.2860%, Random 

Forest's is 70.94490 % accurate. 

 

Table 7 represents the independent sample 

test that has for determining constant 

variance expected and constant variance 

not assumed by the Random Forests and 

Tree Based algorithm and it also shows 

mean difference, standard error differences 

with a confidence level of 95%. 

Independent sample T-test value p=0.33 

(p>0.05) shows that two groups are 

statistically insignificant 

 

Figure 1 shows a simple bar means graph 

of accuracy by a group of Random Forest 

algorithm and Decision Tree algorithm. It 

is observed that a novel Random Forest 

Classifier algorithm has a higher 

significance when compared to Decision 

Tree algorithm. For Random Forests, error 

bars are given, and their error rate is lower 

than for Decision Trees. 

 

DISCUSSION 

The Random Forest method was found to 

have a 79.4490 percent success rate in this 

investigation.When compared to the 

Decision Tree, this technique has a higher 

level of accuracy. 

 

To support this research work,The 

Random Forest algorithm gave more 

accurate results, as shown (Calcagnini et 

al. 2018). There is a considerable 

improvement in client satisfaction and a 

reduction in operating expenses 

(“Videotex Loan Approval Service” 1984). 

However, the bank can only reap the 

benefits if it has a reliable model for 

predicting which customers' loans it 

should accept and which it should refuse in 

order to reduce the chance of loan default 

(Turiel and Aste 2020). To oppose this 

research work, The majority of diagrams 

depict the nature of a loan application from 

the best available inspection it is set up for 

long haul credit and momentary advance. 

The predictive model aids in the analysis 

of various loan limitations (S.m., 

Karthikeyan, and Ravikumar 2021).  In 

spite of this, It is assumed that the 

references cited address the principal 

hypothetical difficulties and provide 

access to key portions of the writing 

managing such tactics, as well as experts 

in exciting research headings (Karthiban, 

Ambika, and Kannammal 2019). In the 

bank's quarterly financial statements, the 

revenue and profitability are directly 

impacted by the acceptance or refusal of 

each loan application. Loan approval is 

critical, but getting to that point is a 

complicated procedure full of 

uncertainties(Alaradi and Hilal 2020). 

 

When compared to earlier studies, the 

Random Forest method performed better. 

The limitation of this proposed model is 

determining the loan approval prediction is 

mainly classified using only a smaller 

number of attributes. Predicting loan 

amounts is beneficial to both bank workers 

and applicants. The loan risk system 

automatically determines the weight of 

each loan processing characteristic, and 

the same features are processed on fresh 

test data. In the future, this paper work 

might be expanded to a more advanced 

level.   

 

CONCLUSION 
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This research work indicates that the 

Random Forest algorithm based model for 

detection of     loan approval using 

Random Forest model performs better than 

Decision Tree with improved accuracy of 

79.4490%. 
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TABLES AND FIGURES 

   Table 1. Pseudo code for Random Forest Algorithm 

S.No              Steps 

1 Input all required packages 

2 Load data into program using Pandas Library 

3 Duplicate values,Stop words in dataset are removed 

4 Word count package is imported and count repetition of words 

5 Prepare model and train  data 

6 Import the Machine learning algorithms and predict the output 

7 OUTPUT: loan approval  prediction as an output. 

 

Table 2. Pseudo code for Decision Tree Algorithm 

S.No              Steps 

1 Assign a variable name for respective datasets 

2 Using pandas library complete the process of Data Cleaning 

3 Extract common words by using word cloud 

4 Import scikit learn library 

5 Import Decision Tree algorithm from Scikit learn 

6 Use the pipeline() command and Train model with 80% of the data 

7 Predict the output 

http://paperpile.com/b/fgnft0/xsDN
http://paperpile.com/b/fgnft0/xsDN
http://paperpile.com/b/fgnft0/xsDN
http://paperpile.com/b/fgnft0/xsDN
http://paperpile.com/b/fgnft0/xsDN
http://paperpile.com/b/fgnft0/xsDN
http://paperpile.com/b/fgnft0/xsDN
http://dx.doi.org/10.1109/icccnt.2017.8203946
http://dx.doi.org/10.1109/icccnt.2017.8203946
http://paperpile.com/b/fgnft0/xsDN
http://paperpile.com/b/fgnft0/rkJ7
http://paperpile.com/b/fgnft0/rkJ7
http://paperpile.com/b/fgnft0/rkJ7
http://paperpile.com/b/fgnft0/rkJ7
http://paperpile.com/b/fgnft0/rkJ7
http://paperpile.com/b/fgnft0/rkJ7
http://paperpile.com/b/fgnft0/rkJ7
http://paperpile.com/b/fgnft0/rkJ7
http://paperpile.com/b/fgnft0/rkJ7
http://paperpile.com/b/fgnft0/rkJ7
http://paperpile.com/b/fgnft0/rkJ7
http://paperpile.com/b/fgnft0/rkJ7
http://paperpile.com/b/fgnft0/n1IV
http://paperpile.com/b/fgnft0/n1IV
http://paperpile.com/b/fgnft0/n1IV
http://paperpile.com/b/fgnft0/n1IV
http://paperpile.com/b/fgnft0/n1IV
http://dx.doi.org/10.1016/0140-3664(84)90055-0
http://dx.doi.org/10.1016/0140-3664(84)90055-0
http://paperpile.com/b/fgnft0/n1IV


Journal of Survey in Fisheries Sciences               10(1S) 1803-1813 2023 

 

1811 
 

Table 3. Datasets for loan approval prediction  

Variable Name   Description   Type 

Loan_ID Unique Loan ID Integer 

Gender Male/Female Character 

Maritial_Status Applicant married(Y/N) Character 

Department Number of dependents Integer 

Education_Qualification Graduate/Undergraduate String 

Self_Imployed Self Employed(Y/N) Character 

Applicant_Income Applicant income  Integer 

Co_Applicant_Income Co Applicant income  Integer 

Loan_Amount Loan amount in thousands Integer 

Loan_Status Loan Approved(Y/N) Character 

 

Table 4. Accuracy of loan approval prediction classification using Random Forest algorithm       

(Mean Accuracy=79.4490%, mean Loss=21.0310%) 

Test              Accuracy                   Loss 

Test 1                81.20                 18.80 

Test 2                80.90                 19.10 

Test 3                81.10                 18.90 

Test 4                79.20                 20.80 

Test 5                79.95                 20.05 

Test 6                79.05                 21.95 

Test 7                79.35                 21.65 

Test 8                78.12                 22.78 

Test 9                78.50                 22.50 

Test 10                77.12                 23.78 
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Table 5. Accuracy of loan approval prediction classification using Decision Tree algorithm 

(Mean Accuracy=67.2860%, mean Loss=32.7140%) 

 

Test                Accuracy                    Loss 

Test 1                   67.47                   32.53 

Test 2                   67.35                   32.65 

Test 3                   68.12                   31.88 

Test 4                   67.35                   32.65 

Test 5                   67.95                   32.05 

Test 6                   66.85                   33.15 

Test 7                   67.12                   32.88 

Test 8                   66.75                   33.25 

Test 9                   67.80                   32.20 

Test 10                   66.10                   33.90 

 

Table 6. Group Statistics Random forest and Decision algorithm with the mean value of 

79.45% and 67.28%. 

 GROUPS N MEAN std.Deviatio

n 

std.Error 

Mean 

ACCURACY RF 10 79.4490 1.35279 0.42779 

 DT 10 67.2860 0.61049 0.19305 

LOSS RF 10 21.0310 1.77215 0.56040 

 DT 10 32.7140 0.61049 0.19305 

 

Table 7. Independent Samples T-test shows significance value achieved is p=0.33 (p>0.05), 

which shows that two groups are statistically insignificant. 

  F Sig t df sig(2-

trailed

) 

Mean 

differenc

e  

Std 

Error 

differen

ce 

Lower Upper 
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ACC

URA

CY 

Equal 

variance 

assumed 

5.333 0.33 25.916 18 <0.001 12.16300 0.46933 11.17697 13.14903 

 Equal 

variance   

not 

assumed 

  25.916 12.52

0 

<0.001 12.16300 0.46933 11.14510 13.18090 

LOSS Equal 

variance 

assumed 

13.947 0.002 -19.711 18 <0.001 -

11.68300 

0.59272 -12.98605 -10.43773 

 Equal 

variance   

not 

assumed 

  -19.711 11.10

6 

<0.001 -

11.68300 

0.59272 -12.98605 -10.37995 

 

 

Fig. 1. The mean accuracy of the algorithms Random Forest and Decision Tree is compared. 

Random Forest has a better mean accuracy and a slightly better standard deviation than 

Decision Tree. X Axis: Random Forest vs Decision Tree. Y Axis : Mean Accuracy of 

detection = +/- 1 SD. 

 


