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ABSTRACT 

Aim: The objective of this work is to determine an approach in machine learning for default loan  approval 

prediction by comparing Random Forest algorithms with Logistic Regression. Materials and Methods: 

Accuracy and loss are performed with loan risk datasets from kaggle library. The total sample size is 20. The 

two groups considered were Random Forest (N=10) and Logistic Regression (N=10). The computation is 

performed using G-power as 80%.Results:The accuracy of the Random Forest algorithm is 80.8920% and loss 

is 19.1080%, which appears to be better than Logistic Regression is 81.2030% and loss is 19.0970% 

respectively. Finally, the Random Forest  algorithm appears significantly better than Logistic Regression. The 

two algorithms Random Forest (RF) and Logistic Regression (LR) are statistically insignificant with an 

independent sample T-test value is p=0.317 (p>0.05) shows that two groups are statistically insignificant with 

confidence level of 95%. Conclusion: Determining loan prediction significantly seems to be better in Random 

Forest than Logistic Regression. 

 

Keywords: Loan Prediction, Loan Risk, Machine Learning, Logistic Regression, Novel Random Forest 

Classifier, Accuracy. 

 

INTRODUCTION 

Even though loan defaults result in 

significant losses for banks, they pay close 

attention to this issue and employ a variety 

of strategies to detect and predict 

consumer default patterns (“An Empirical 

Study on P2P Loan Default Prediction 

Model” 2020). Customer segmentation and 

profitability, high-risk loan applicants, 

predicting payment default, marketing, 

credit analysis, ranking investments, 

fraudulent transactions, optimising stock 

portfolios, cash management and 

forecasting operations, most profitable 

credit card customers, and cross-selling are 

some of the main applications in the 

financial sector (Stahringer 2012). When it 

comes to borrowing money, there are 

many different sorts of loans to choose, 

and it's critical to be aware of your 

alternatives. The process of reviewing loan 

collections and assigning loans to groups 

or grades based on perceived danger and 

other related loan features is the most 

important aspect of loan categorization 

(Hassan and Abraham 2013). The 

continuous evaluation and classification of 

loans allows you to keep track of the credit 

quality of your loan portfolios and take 

action to prevent them from deteriorating. 

Banks are required to utilise more complex 

internal classification schemes than the 

https://paperpile.com/c/vOuOJg/iw0g
https://paperpile.com/c/vOuOJg/iw0g
https://paperpile.com/c/vOuOJg/iw0g
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more standardised schemes that bank 

managers use for reporting purposes and 

that are designed to facilitate monitoring 

and interbank review (Madaan et al. 2021). 

 

The impact of default  risk  is discussed in 

different forms compared to this paper 

analysis. Around 18 articles were 

published in IEEE Digital explore and 12 

articles were published in research gate on 

default loan prediction.The goal of this 

study is to see if an individual's credit risk 

can be predicted using psychometric tests 

that assess areas like effective economic 

decision-making, self-control, selflessness 

and a giving attitude, neuroticism, and 

perception toward money(Gramespacher 

and Posth 2021). One of the most 

important sources of income for banks is 

the loan industry. Loan default issues, on 

the other hand, are a big concern for the 

loan industry. Other than human 

processing, there are now more 

possibilities for classifying and predicting 

loan default thanks to the growth of the big 

data era and the development of machine 

learning techniques. Demonstrate that the 

AdaBoost model can forecast loan default 

with 100% accuracy using a real-world 

dataset from a famous multinational bank, 

beating other models such as XGBoost, 

random forest, k closest neighbours, and 

multilayer perceptrons(Lai 2020).This 

study established the key elements 

determining default risks using the Logit 

model for regression analysis of data 

provided by the LendingClub platform, 

and developed a model that can be used to 

check borrowers' default risks in advance 

(Deng 2019). Databases offer a wealth of 

hidden data that may be used to make 

informed decisions. Classification and 

prediction are the two types of data 

analysis. It's used to explain major data 

classes or forecast data patterns in the 

future. Data is classified into preset 

categories or classes through classification. 

Because this is supervised learning, the 

classes are established before the data is 

examined (Reddy, Jagannatha Reddy, and 

Kavitha 2010).This paper introduces a 

credit score performance metric that 

excludes the impact of "situational 

factors." Examine the role and 

effectiveness of credit scoring that 

underpinned subprime securities during 

the mortgage boom of 2000-2006 using 

this metric. Credit score performance is 

measured both parametrically and 

nonparametrically, revealing divergent 

trends, particularly for low-credit-score 

originations (Bhardwaj and Sengupta 

2011). Given that current assessments for 

P2P borrowers are insufficient and 

sensitive to unknown causes, a wide range 

of personal data should be validated, as 

well as if the data is accurate (income, job, 

identification, credit situation, etc.) (Xu, 

Lu, and Xie 2021).(Parakh et al. 2020; 

Pham et al. 2021; Perumal, Antony, and 

Muthuramalingam 2021; Sathiyamoorthi 

et al. 2021; Devarajan et al. 2021; Dhanraj 

and Rajeshkumar 2021; Uganya, Radhika, 

and Vijayaraj 2021; Tesfaye Jule et al. 

2021; Nandhini, Ezhilarasan, and 

Rajeshkumar 2020; Kamath et al. 2020) 

The research gap identified is that the 

Logistic Regression algorithm has less 

accuracy. Determining the default loan 

prediction is shown at a very low 

percentage while analysing and manual 

input is not possible to add to dataset.The 

classification of default loan prediction in 

the existing model is less accurate due to 

selection of minimal functions. The aim of 

research work is to improve accuracy of 

determining the default loan risk, and to 

reduce loss of data while training and 

https://paperpile.com/c/vOuOJg/v0tL
https://paperpile.com/c/vOuOJg/RWTX
https://paperpile.com/c/vOuOJg/RWTX
https://paperpile.com/c/vOuOJg/1E04
https://paperpile.com/c/vOuOJg/MUQS
https://paperpile.com/c/vOuOJg/wlVq
https://paperpile.com/c/vOuOJg/wlVq
https://paperpile.com/c/vOuOJg/M1cK
https://paperpile.com/c/vOuOJg/M1cK
https://paperpile.com/c/vOuOJg/PAyq
https://paperpile.com/c/vOuOJg/PAyq
https://paperpile.com/c/vOuOJg/OrK2m+0QnRr+PI1sg+8JYn7+Emk9S+3EiXZ+hTedz+DVfNt+J7GFD+tWRDA
https://paperpile.com/c/vOuOJg/OrK2m+0QnRr+PI1sg+8JYn7+Emk9S+3EiXZ+hTedz+DVfNt+J7GFD+tWRDA
https://paperpile.com/c/vOuOJg/OrK2m+0QnRr+PI1sg+8JYn7+Emk9S+3EiXZ+hTedz+DVfNt+J7GFD+tWRDA
https://paperpile.com/c/vOuOJg/OrK2m+0QnRr+PI1sg+8JYn7+Emk9S+3EiXZ+hTedz+DVfNt+J7GFD+tWRDA
https://paperpile.com/c/vOuOJg/OrK2m+0QnRr+PI1sg+8JYn7+Emk9S+3EiXZ+hTedz+DVfNt+J7GFD+tWRDA
https://paperpile.com/c/vOuOJg/OrK2m+0QnRr+PI1sg+8JYn7+Emk9S+3EiXZ+hTedz+DVfNt+J7GFD+tWRDA
https://paperpile.com/c/vOuOJg/OrK2m+0QnRr+PI1sg+8JYn7+Emk9S+3EiXZ+hTedz+DVfNt+J7GFD+tWRDA
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testing dataset. Novel Random Forest 

Classifier algorithm used to achieve 

accuracy. 

 

MATERIALS AND METHODS 

The study setting of the proposed work is 

done at the Data Analytics Lab at Saveetha 

School of Engineering, Saveetha Institute 

of Medical and Technical Sciences, 

Chennai. Two groups were identified for 

the study setting: group one is Random 

Forest algorithm and group two is Logistic 

Regression algorithm. The sample size is 

taken as 10 for each group. The 

computation is performed using G-power 

as 80% with a confidence interval at 95% 

and alpha value is 0.05 and beta value is 

0.2 (Goedecke 2018). 

 

The datasets are downloaded from kaggle 

and named as default loan risk dataset.The 

extracted data sets contain information 

about the Variable and Description with 

the unique features like Loan_ID, Gender, 

Married, Dependents.The dataset was 

splitted into two parts namely the training 

part and testing part. 70% of the data was 

used for training and the remaining 30% 

was used for testing. The algorithm was 

implemented by evaluating the train and 

test datasets. For exhibiting this research 

work, a jupyter notebook is used along 

with a laptop with AMD RYZEN 5 

processor, 8GB RAM, along with 512 

SSD  with 64 bit operating system. 

 

RANDOM FOREST ALGORITHM 

Random Forest algorithm falls under the 

background of supervised algorithm 

learning. It is thrown into ensemble 

techniques. Its purpose is to create an 

optimal prediction model by combining 

numerous basic models. As the name 

implies, it is a novel Random Forest 

classifier that consists of a number of 

decision trees on distinct subsets of data 

and uses mean accuracy to increase the 

dataset's predictive accuracy. Instead than 

relying on a decision tree, Random Forest 

takes each tree's forecasts and predicts the 

ultimate result based on the majority votes 

of the predictions (Vaidya 2017).Table 1 

describes the complete pseudo code for 

Random Forest Algorithm. 

 

LOGISTIC REGRESSION 

Logistic Regression falls under supervised 

algorithms. It is used to predict dependent 

variables with the use of a set of 

independent factors. The yield of a 

dependent variable is specified by the 

Logistic Regression algorithm as 'yes' or 

'no' and 'true' or 'false,' implying that there 

are only two classes. The sole difference 

between logistic regression and linear 

regression is that in logistic regression, the 

results are in the form of a curve, whereas 

in linear regression, the results are in the 

form of a straight line. The count 

vectorizer, TFIDF transformer, and other 

sets of words in this approach are utilised 

for vectorization. These are used to 

convert data imported from articles into 3 

of 15 models in coded format, after which 

the data is delivered for training, as shown 

in table 3 (Zhou and Wang 2012).Table 2 

describes pseudo code for Logistic 

Regression  Algorithm. 

 

STATISTICAL ANALYSIS 

For statistical implementation, software 

used here is IBM SPSS V22.0. Statistical 

Package for Social Sciences (SPSS) is 

used for calculating statistical calculations 

such as mean, standard deviation, and also 

to plot graphs etc. The independent 

variables are the Variable Name, 

Description, Type. The dependent variable 

https://paperpile.com/c/vOuOJg/Gb5i
https://paperpile.com/c/vOuOJg/Ke3Q
https://paperpile.com/c/vOuOJg/niYD
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is ‘accuracy’. The dataset is prepared using 

10 as sample size for each group and 

accuracy is given as a testing variable. 

RESULTS 

The experimental results are carried out on 

Random Forest algorithm and Logistic 

Regression algorithm where performance 

is measured based on accuracy. Table 3 

describes Datasets for loan approval 

prediction. The classification accuracy and 

corresponding loss obtained with both the 

classifiers in the number of test runs 

shown in Table 4 and Table 5. Table 6 

represents comparison of the Random 

Forest algorithm and Decision Tree 

algorithm. The accuracy of the Random 

Forest algorithm is 80.8920% and the 

Logistic Regression algorithm is 

81.2030%. 

Table 7 represents the independent sample 

test that has been performed on Random 

Forest  model and Logistic Regression 

algorithm for calculating the equal 

variance assumed and equal variance not 

assumed and it also shows mean 

difference, standard error differences with 

a confidence level of 95%. An independent 

sample T-test value is p=0.317 (p>0.05) 

shows that two groups are statistically 

insignificant 

 

A simple bar means graph of accuracy by 

a group of Random Forest model and 

Logistic Regression algorithms as shown 

in Fig. 1. It is observed that a novel 

Random Forest Classifier algorithm has a 

higher significance when compared to 

Logistic Regression algorithm. The error 

bars are shown in graphs and the error rate 

is less for Random Forest algorithm 

compared to Logistic Regression. 

 

DISCUSSION 

Based on the above study it is observed 

that the Random Forest  algorithm has 

achieved a result of 80.8920% accuracy. 

This method has achieved better accuracy 

compared to the Logistic Regression 

algorithm. 

 

To support this research work, it is shown 

that the Random Forest algorithm 

produced better accurate results (Wood 

1975). Fortunately, thorough credit records 

from our cooperative bank give us a one-

of-a-kind opportunity to remedy the issue. 

Conduct a set of empirical tests to confirm 

the viability of our hypothesis, i.e. In 

networked loans, the default of one firm 

(node) is influenced by the default of 

another company (adjacent node) (Cheng, 

Niu, and Zhang 2020). However, after 

their applications are granted, some 

consumers behave in an unfavourable 

manner. To avoid this, banks must develop 

mechanisms for anticipating client 

behaviour (Gültekin and Şakar 2018).To 

oppose this research work,  Customers 

who are in default have failed to meet their 

contractual responsibilities and may be 

unable to repay their loans. As a result, 

there is a desire to obtain a model that can 

forecast defaulting clients (Turiel and Aste 

2020). Statistical learning approaches have 

recently been used by statisticians and data 

scientists to try to automate this process in 

order to reduce risk and boost profitability. 

In this paper, we use a framework and an 

application to investigate a framework by 

using tree-based approaches on publically 

available datasets (Alaradi and Hilal 

2020). Many troubled loans passed typical 

underwriting norms, indicating that, in 

addition to LTV and DSCR ratios, other 

factors such as included property 

https://paperpile.com/c/vOuOJg/BEip
https://paperpile.com/c/vOuOJg/BEip
https://paperpile.com/c/vOuOJg/tsXP
https://paperpile.com/c/vOuOJg/tsXP
https://paperpile.com/c/vOuOJg/7EBX
https://paperpile.com/c/vOuOJg/3GOP
https://paperpile.com/c/vOuOJg/3GOP
https://paperpile.com/c/vOuOJg/X1cW
https://paperpile.com/c/vOuOJg/X1cW
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characteristics should be considered (Lux 

2019). 

 

Random Forest algorithm got better 

accuracy compared with previous research 

articles. The suggested model's 

shortcoming is that it only uses a small 

number of attributes to determine loan 

approval predictions. Predicting loan 

amounts is beneficial to both bank workers 

and applicants. The loan prediction system 

can determine the weight of each 

characteristic involved in loan processing 

automatically, and the same features are 

processed according to their associated 

weight on new test data. This paper work 

can be extended to a higher level in future.   

 

CONCLUSION 

This research work indicates that the 

Random Forest algorithm based model for 

detection of default loan prediction using 

the Random Forest algorithm performs 

better than Logistic Regression with  

improved accuracy of 80.8920%. 
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TABLES AND FIGURES 

 

Table 1. Pseudo code for Random Forest Algorithm 

S.No              Steps 

1 Input all required packages 

2 Load the data into program using Pandas Library 

3 Duplicate values,Stop words in dataset are removed 

4 Word count package is imported and count the repetition of words 

5 Prepare the model and train the data 

6 Import the Machine learning algorithms and predict output 

7 OUTPUT: loan approval prediction as an output. 

 

 Table 2. Pseudo code for Logistic regression 

S.No              Steps 

1 Input dataset records  

2 Assign variable name to dataset 

3 Clean data i.e removing stopwords, punctuation etc.  

4 Importing word cloud to count occurrences of a word 

5 Prepare model and train data  

6 By using function pipeline () , activate model  

7 Predicted Target is returned as output 

8 Output: Default loan prediction 

 

 

Table 3. Datasets for default loan prediction  
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Variable Name   Description   Type 

Loan_ID Unique Loan ID Integer 

Gender  Male/ Female   Character 

Maritial_Status  Applicant married (Y/N)   Character 

Dependents   Number of dependents  Integer  

Education_Qualification  Graduate/ Undergraduate  String 

Self_Imployed  Self Employed (Y/N)  Character 

Applicant_Income  Applicant income   Integer 

Co_Applicant_Income  Co Applicant income   Integer 

Loan_Amount  Loan amount in thousands  Integer 

Loan_Status  Loan Approved(Y/N)  Character  

 

Table 4. Accuracy of loan approval prediction classification using Random forest algorithm ( 

Mean Accuracy=80.8920%, mean Loss= 19.1080%) 

Test            Accuracy                  Loss 

Test 1               81.20               18.80 

Test 2               80.45               19.55 

Test 3               80.95               19.05 

Test 4               81.45               18.55 

Test 5               81.10               18.90 

Test 6               81.75               18.25 

Test 7               80.12               19.88 

Test 8               80.55               19.45 

Test 9               81.10               18.90 

Test 10               80.25               19.75 

 

Table 5. Accuracy of loan approval prediction classification using Logistic regression 

algorithm ( Mean Accuracy=81.2030%, mean Loss= 19.0970%) 

Test               Accuracy                   Loss 

Test 1                82.11                  17.89 
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Test 2                82.00                  18.00 

Test 3                81.75                  19.25 

Test 4                81.87                  19.13 

Test 5                80.10                  19.90 

Test 6                81.25                  18.75 

Test 7                80.75                  19.25 

Test 8                81.10                  19.90 

Test 9                80.10                  19.90 

Test 10                81.00                  19.00 

 

Table 6. Group Statistics Random forest and Logistic regression algorithm with the mean 

value                          of 80.89% and 81.20% 

 GROUPS N MEAN std.Deviation std.Error 

Mean 

ACCURAY RF 10 80.8920 .53258 .16842 

 LR 10 81.2030 .73744 .23320 

LOSS RF 10 19.1080 .53258 .16842 

 LR 10 19.0970 .72819 .23028 

Table 7. Independent Samples T-test-shows significance value achieved is p=0.317  

(p>0.05), which shows that two groups are  statistically insignificant. 

  F Sig t df sig(2-

trailed

) 

Mean 

differen

ce  

Std 

Error 

differe

nce 

Lower Upper 

 

 

ACCUR

ACY 

Equal 

variance 

assumed 

1.060 0.317 -1.081 18 <0.147 -0.31100 0.28766 -0.91534 0.29334 

 Equal 

variance   

not assumed 

  -1.081 16.380 <0.148 -0.31100 0.28766 -0.91966 0.29766 

 Equal 

variance 

assumed 

0.459 0.507 0.039 18 <0.485 0.01100 0.28529 -0.58837 0.61037 



Journal of Survey in Fisheries Sciences               10(1S) 1814-1824 2023 

 

1824 
 

LOSS Equal 

variance   

not assumed 

  0.039 16.486 <0.485 0.01100 0.28529 -0.59234 0.61434 

 
 

Fig. 1.  Comparison of Random Forest  algorithm and Logistic Regression algorithm in terms 

of mean accuracy. Mean accuracy of Random Forest is better than Logistic Regression and 

standard deviation of Random Forest is slightly better than Logistic Regression. X Axis: 

Random Forest vs Logistic Regression. Y Axis : Mean Accuracy of detection = +/- 1 SD. 

 


