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ABSTRACT 

Aim: The aim of the research is to improve the customer segmentation in Online purchases using Novel 

Customer Feedback. Materials and methods: The Categorizing is performed by adopting a sample size of 

n=10 in Linear Regression and sample size n=10 in Support Vector Machine algorithms with a sample size = 10 

was iterated 20 times for efficient and accurate analysis on labeled images with G power in 80% and threshold 

0.05%, CI 95% mean and standard deviation. Results and Discussion: The analysis of the results shows that the 

Linear Regression has a high accuracy of (88.56%) in comparison with the Support Vector Machine (81.30%). 

There is a statistically significant difference between the study groups with (p<0.001). Conclusion: Prediction 

in customer segmentation in E-Commerce shows that the Linear Regression appears to generate better accuracy 

than the Support Vector Machine algorithm. 

 

Keywords: Novel Customer Feedback, Clustering Technique, Linear Regression, Support Vector Machine, 

Machine learning, Data Segmentation.  

 

INTRODUCTION 

 

The purpose of this research is to classify 

the customer segmentation in E commerce 

using Novel Customer feedback (Kashwan 

and Velu 2013). In this research the 

customers are divided according to their 

purchase of the products. It is found 

important in today's world since the 

pandemic everyone is willing to buy the 

necessary things online mostly (Tsiptsis 

and Chorianopoulos 2011). The 

application or websites they are using will 

show the good suggestion and the analysis 

made will give the good suggestion to the 

customers which will attract the customers 

through videophones, personal computers, 

consumer electronics like television and 

game boxes, digital assistants like voice-

driven, pen-based computing, etc 

(Segovia, Szczepaniak, and 

Niedzwiedzinski 2013). The customer's 

data is collected from the E-commerce 

website and that data is analyzed by taking 

the products of the customer he bought and 

the review given to that product by using 

the different algorithms (Han, Pei, and 

Kamber 2011).  The importance of this 

research work is that the customer data 

segmentation for e-commerce sites is done 

using the linear regression and Support 

Vector machine and comparing both 
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algorithms to get the highest accurate 

algorithm for customer data segmentation 

(Dolnicar, Grün, and Leisch 2018). This 

helps the e-commerce website to give the 

particular suggestions to that customer 

about the products. 

 

In distinguishing and forecasting 

customer data segmentation using 

Clustering Technique in E-Commerce 

using the customer feedback technique by 

comparing over 962 journals from IEEE 

Xplore digital library, 563 articles from 

ScienceDirect, 1156 articles from Google 

Scholar and 459 articles from Springer and 

Customer feedback using rating of 

products is  highly correlated parts in 

customer feedback (Shastri and Pathak 

2018). Among all the articles and journals 

the most cited paper is (Carbajal 2021) 

nearly 1000 researchers cited these articles 

and this article for various e-commerce 

customer feedbacks and it will be a real 

source for further research (Shine et al. 

2018). The most sequential and best 

research work on e-commerce with respect 

to various online platform studies helped 

(Yao, Eklund, and Back 2010) because 

this work shows the accurate analysis of 

the customers by analyzing the products 

that they are buying. The main objective of 

this research work is showing the linear 

regression accuracy of the customer data 

segmentation from sequential cloud 

environments. (Parakh et al. 2020; Pham et 

al. 2021; Perumal, Antony, and 

Muthuramalingam 2021; Sathiyamoorthi 

et al. 2021; Devarajan et al. 2021; Dhanraj 

and Rajeshkumar 2021; Uganya, Radhika, 

and Vijayaraj 2021; Tesfaye Jule et al. 

2021; Nandhini, Ezhilarasan, and 

Rajeshkumar 2020; Kamath et al. 2020) 

 

The methods which were used 

before have less accuracy on predicting 

customer data segmentation in e-

commerce. The staging of the Support 

Vector Machine method is lagging to find 

the customer's division of a particular 

product with a particular unit price 

(Faraone, Gorgoglione, and Palmisano 

2008) . In order to sequence the methods 

and techniques in this research study linear 

regression model generally fares better 

than Support Vector Machine. It also takes 

more time to train a random approach for 

analyzing the customer datasets which are 

based on the model to increase with the 

size of the datasets (Faraone, Gorgoglione, 

and Palmisano 2008; Wu and Chou 2011). 

Its estimates and calculations are probably 

done using feedback submitted by the 

customer. The aim of the research work is 

to classify the customer segmentation 

using Novel Customer feedback with 

Linear regression (“Customer 

Segmentation: Part 1” 2017). 

 

MATERIALS AND METHODS 

 The research work was performed 

in the Image Processing Laboratory, 

Department of Computer Science and 

Engineering, Saveetha School Of 

Engineering, SIMATS. Basically it is 

considered that two groups of classifiers 

are used namely Linear Regression and 

Support Vector Machine, which is used to 

classify the customer segmentation in E 

commerce. Group 1 is the Linear 

Regression algorithm with the sample size 

of 10 and the Support Vector Machine is 

group 2 with the sample size of 10 and 

they are compared for more accuracy score 

and precision score values for choosing the 

best algorithm. The Pre- test analysis has 

been prepared by having G power of 80% 

and threshold of 0.05%, CI 90% mean and 
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standard deviation. Sample size has been 

calculated and it is identified that 10 

sample groups in total 20 samples with a 

standard deviation for Linear regression = 

88.56% and Support Vector Machine = 

81.30% (Stamp 2017). 

 

Linear Regression 

Linear regression is a supervised 

learning machine learning algorithm. 

Linear regression algorithm shows a linear 

relationship between a dependent (x) and 

one or more independent (x) variables, 

hence called linear regression. Since linear 

regression shows the linear relationship, 

which means it finds how the value of the 

dependent variable is changing according 

to the value of the independent variable. 

 

Pseudocode for Logistic Regression 

Import LinearRegression as LR 

Import pandas as pd 

Import Matplotlib.pyplot as plt 

Compare from sklearn.ensemble import 

Linearregression 

from sklearn.tree import 

DecisionTreeClassifier 

Data extraction from sklearn 

Initiate sklearn.metrics import accuracy 

score 

Calculate sequence 

sklearn.mode_selection import 

train_test_split 

Find results from 

sklearn.feature_extraction.value import 

CountVectorizer 

Count_vectorizer=CountVectorizer() 

Cv.shape 

lrg=LRclassifer(max_depth=8,estimators

=100,nthread=3) 

lrgc.fit(x_train,y_train) 

prediction_lrg=lrgc.predict(x_test) 

print(accuracy_score(prediction_lrg,y_te

st) 

Support Vector Machine 

 Support Vector Machine is one of 

the most popular supervised learning 

algorithms, which is used for classification 

as well as Regression problems. However, 

primarily, it is used for classification 

problems in Machine Learning. The goal 

of the SVM algorithm is to create the best 

line or decision boundary that can 

segregate n-dimensional space into classes 

so that we can easily put the new data 

point in the correct category in the future. 

This best decision boundary is called a 

hyperplane. SVM chooses the extreme 

points/vectors that help in creating the 

hyperplane. These extreme cases are called 

qs support vectors, and hence the 

algorithm is termed as Support Vector 

Machine. 

 

Pseudocode for Support Vector 

Machine 

Import svm 

Import svm as SVM 

Compare from kaggle.ensemble 

Import multi svm 

Data extraction from kaggle 

Calculate sequence from kaggle.metrics 

Import accuracy score 

Calculate sequence from 

kaggle.model_selection 

Import train_test_split 

Import vectorizer 

Count_vectorizer=Count_vectorizer(sto

p_words=’english’) 

SVM = Multisvm 

SVM.fit(X_train,Y_train) 

Prediction_SVM=SVM.predict(X_test) 

Print(accuracy_score(prediction SVM 

action_Dt,y_test)) 

 

Statistical Analysis 

 The analysis was done using IBM 

SPSS version 21. It  is a statistical 

https://paperpile.com/c/qpjToR/ETL7
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software tool  used for data analysis. For 

both proposed and existing algorithms 10 

iterations were done with a maximum of 

20 samples and for each iteration the 

predicted accuracy was noted for 

analyzing accuracy. The value obtained 

from the iterations of the Independent 

Sample T-test was performed. The 

independent data sets are groups, accuracy 

and loss. The Dependent values are 

products and price. A detailed analysis has 

been done on these values for finding 

customer segmentation in E commerce. 

 

RESULTS 

 The dataset is provided which 

selects the random samples from a given 

dataset for customer segmentation. The 

data is collected for a period of 30 days. 

As the sample sets are executed for a 

number of iterations the accuracy and 

precision values of Linear Regression and 

Support Vector Machine for customer 

segmentation with a mean value = 88.5690 

%, Standard deviation = 1.13933. Thus the 

model is able to work efficiently to 

analyze customer segmentation. Table 1 

Shows the customers data set with four 

attributes which selects the random 

samples from a given dataset. Implement 

Linear Regression train steps for each data 

point. Table 2 shows the group Statistics 

of Linear Regression with Decision Tree 

by grouping the iterations with Sample 

size 10,  Mean = 88.5690 , Standard 

Derivation = 1.13933 , Standard Error 

Mean = 0.36029. Descriptive Independent 

Sample Test of Accuracy and Precision is 

applied for the dataset in SPSS. Here it 

specifies Equal variances with and without 

assuming a T-Test Score of two groups 

with each sample size of 10.  The mean 

difference, standard deviation difference 

and significant difference of Linear 

Regression based customer segmentation 

and Support Vector Machine based 

Customer Segmentation is tabulated in 

Table 3, which shows there is a significant 

difference between the two groups since 

P<0.001 with an independent sample T-

Test. The dependent variables in customer 

segmentation are predicted with the help  

of the independent variables. Figure 1 

shows the comparison of Linear 

Regression over Support Vector Machine 

in terms of mean accuracy. It explores that 

the mean accuracy is slightly better than 

Support Vector Machine and the standard 

deviation is moderately improved 

compared to Support Vector Machine. 

 

DISCUSSION 

 In this research customer feedback 

based customer segmentation has proven 

to be a highly effective and versatile 

approach (Collica 2017). The applied 

unsupervised learning with R explains 

clustering methods, distribution analysis, 

data encoders, and features of R that 

enable us to understand the given data 

better and get answers to our point of 

segmentation problems. Clustering 

algorithms like k-means, divisive, and 

agglomerative will be used for 

segmentation (Malik and Tuckfield 2019). 

These techniques are improvised and made 

to an extent of implementing accurate 

customer segmentation in e-commerce. 

 

It was observed that the important 

factors and the concept of customer value 

has been analyzed based on the matrix for 

the customer segmentation (Dibb and 

Simkin 2013). The discussion offers 

insights into the reasons for the 

development of the practical approach, a 

concrete methodology for its 

implementation and strategic and tactical 
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applications of the customer segmentation 

(Cabrera 2011). In this the linear 

regression is also used for predicting the 

output of the given data. It is found that 

the recent research works on retail 

customers who are getting the products 

frequently from a store or warehouse. Thus 

the linear regression shows the more 

accurate results in it (Daniel 2015). The 

main purpose of the customer 

segmentation is to divide the target market 

into subsets that share similar 

characteristics, needs and properties (Dixit 

2017; Hruschka and Natter 1992). In this 

the customers are being separated based on 

the parameters like product reviews,buying 

patterns by their feedback on the products. 

The Novel Customer Feedback technique 

along with the predictive neural network to 

give the accurate results for the data. A 

comprehensive model based on 

generalized association rules and Support 

Vector Machine technology (Ma 2015). In 

this the customer segmentation is done 

using Support Vector Machine technology 

which will not produce good results 

because it is taking the customers decision 

for making new predictions which is  a 

little bit more process for the customer 

segmentation. Finally it is observed to find 

the results that validate Linear regression 

as higher in comparison with the Support 

Vector Machine. 

  

Hence the study results produce 

clarity in performance with both 

experimental and statistical analysis, but it 

has some limitations to the proposed work 

such as threshold and precision. The 

accuracy level of customer segmentation 

using Novel Customer feedback can still 

be improved by implementing artificial 

intelligence techniques to predict and 

analyze results while comparing with 

existing machine learning algorithms. In 

the future, the large dataset for customers 

can be considered to validate our proposed 

model with respect to recent scenarios.  

 

CONCLUSION 

 The current study focused on 

machine learning algorithms, Linear 

Regression over Support Vector Machine 

for higher classification in customer 

segmentation. It can be slightly improved 

based on the Support Vector Machine data 

sets analysis in future. The outcome of the 

study shows Linear Regression 88.5690% 

higher accuracy than Decision tree 

81.3050%. 
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TABLES AND FIGURES 

Table 1. Customers data set with four attributes which selects the random samples from a 

given dataset. Implement Linear Regression train steps for each data point. 

Target Product_ID Date Customer Name Price (in Rs) 

1 1A772S15 05-09-2021 Johar 1000 

2 1A772S20 06-09-2021 Malhotra 4586 

3 1A772P28 06-09-2021 Greeshma 1568 

4 1O668H96 10-09-2021 Mayuri 1999 

5 1O668H76 14-09-2021 Hitesh 9999 

6 1B2774Y67 16-09-20201 Phani 1599 

7 1B4563H89 21-09-2021 Vayusuth  7599 

8 1G3245U76 22-09-2021 Nainekka 15339 

9 1G4563U13 25-09-2021 Tejaswini 6299 

10 1H6734Y99 29-09-2021  799 

  

Table 2. Group Statistics of Linear Regression with Support Vector Machine by grouping the 

iterations with Sample size 10,  Mean = 88.5690 , Standard Derivation = 1.13933 , Standard 

Error Mean = 0.36029. Descriptive Independent Sample Test of Accuracy and Precision is 
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applied for the dataset in SPSS. Here it specifies Equal variances with and without assuming 

a T-Test Score of two groups with each sample size of 10.   

 Group N Mean Std.Deviation Std error mean 

Accuracy Linear 

Regression 

10 88.5690 1.13933 .36029 

 SVM 10 81.3050 .71719 .22680 

Precision   Linear 

Regression 

10 1.9220 .56829 .17971 

 SVM 10 2.9460 .50507 .15972 

 

Table 3: Independent Sample Test of Accuracy and Loss ( calculate P- Value < 0.001 and 

significant value = 0.075, Mean difference = 7.26400 and confidence interval = (8.158420 - 

6.36958).  

  F Sig T Df Sig(2

.taile

d 

Mean 

differen

ce 

Std 

error 

differen

ce 

lower upper 

Accuracy Equal 

Variance 

Assume 

3.5

75 

0.0

75 

17.063 18 <.00

1 

7.26400 0.42573 6.369

58 

8.15842 

 Equal 

variance 

not 

assumed  

  17.063 15.16

5 

<.00

1 

7.26400 0.42573 6.357

44 

8.17056 

Precision Equal 

Variance 

Assume

d 

0.1

89 

0.6

69 

-4.259 18 <.00

1 

-

1.02400 

0.24043 -

1.529

12 

-0.51888 

 Equal 

variance 

not 

assumed  

  -4.259 17.75

5 

<.00

1 

-

1.02400 

0.24043 -

15296

1 

-0.51839 
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Fig. 1. Comparison of Linear Regression over Support Vector Machine in terms of mean 

accuracy. It explores that the mean accuracy is slightly better than Support Vector Machine 

and the standard deviation is moderately improved compared to Support Vector Machine. 

Graphical representation of the bar graph is plotted using groupid as X-axis LR vs SVM, Y-

Axis displaying the error bars with a mean accuracy of detection +/- 1 SD. 


