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ABSTRACT 

Aim: The proposed study aim is to implement automatic next word generation for text based apps using novel 

long short term memory model and improving the accuracy using recurrent neural network in comparison with 

n-gram approach. Materials and Methods: Novel long short term memory is applied on data i.e. text file that 

consists of a sequence of words. Novel long short term memory model for suggestion accuracy of the next word 

which compares a n-gram model. LSTM has been proposed and developed in this study. The sample size was 

measured as 5046 per group with the G power value 0.8. Results: The accuracy was maximum in predicting the 

next word for text based using long short term memory model 48% with minimum mean error when compared 

with n-gram model 39% for the same dataset with the p value of 0.02 (p<0.05). Conclusion: The study proves 

that  novel long short term memory exhibits better accuracy than n-gram in suggesting the next word for text 

based apps.   

 

Keywords: Novel LSTM, Memory model, N-gram, Next word generation, Recurrent neural network, Language 

model.   

 

INTRODUCTION 

Natural language processing has 

been an area of research and used widely 

in different applications. People regularly 

text each other and find that the Long term 

short memory model is very good for 

analyzing the sequences of values and 

predicting the next one. The novel LSTM 

could be a good choice for predicting the 

very next point of the time series 

(sequence). LSTM  recurrent neural 

networks will be used to guess  the next 

word of a given sequence of words. The 

N-gram model can be trained by counting 

and normalizing. N Gram model trained by 

counting how often word sequences occur 

in corpus text and estimating the 

probabilities (van Gerven and Bohte 

2018). The N-gram model has both 

limitations and improvements are often 

made using smoothing, interpolation and 

backoff. A model that simply depends on a 

word without looking at the previous 

words is called unigram. If a model 

considers only the previous word to 

predict the current word then it's called 

bigram (van Gerven and Bohte 2018). If 

two previous words are considered,then it's 

a trigram model for the next word 

generation. This model helps to predict the 

next word for real time applications like 

whatsapp, text based applications. The 

main application areas where natural 

language processing is employed are 

https://paperpile.com/c/1oqR0Z/bQsx
https://paperpile.com/c/1oqR0Z/bQsx
https://paperpile.com/c/1oqR0Z/bQsx


S. John Justin Thangaraj.et.al., Long Short Term Memory model-based automatic next word 

generation for text-based applications In contrast to the N-gram model 

1908 

speech recognition, language translation, 

question answering, language generation 

and summarization (Murray and Chiang 

2015). All the applications are used in the 

health sector, hiring and recruitment 

process, advertising ,customer services etc 

Reading the history from left to 

right, LSTM cells generated the most 

likely word, which was then fed back in as 

new input. It would be simple to derive the 

weighted dimensions in novel LSTM. 

Because the output of one layer should 

have the same dimension as the layer's 

needed input dimension. As a result, the 

output and input are always the same 

dimensions. This comes in useful when 

working with multiple layers (Pietro 

Giovanni Antiga, Stevens, and Viehmann 

2020). The ngram model works well with 

a small or medium-sized training set, but 

not so much with a bigger one. Generally, 

the training and testing data sets are split 

80-20, i.e. , 80 percent for training and 

20% for testing. The same error on the test 

set arose after a stationary point, despite 

the fact that training errors on a longer 

context were smaller. Because of its exact 

string matching characteristics, N-gram 

performs exceptionally well on the training 

set (Brownlee 2017; van Gerven and 

Bohte 2018). It was appropriate for 

generating outputs based on observed data, 

such as similar check, text categorization, 

and classification. To be clear, the n-gram 

rarely works with unknown word 

combinations. The anticipated word is 

only reassuring due to the impracticality of 

long-term dependency in n-gram. The 

neural language model (NLM) is another 

name for the language model (Chen, 

Zhong, and Zhu 2022). There are two 

types of NLM : feed-forward recurrent 

neural network-based language 

model,which was designed to cope with 

data sparsity and recurrent neural system-

based language model, which was 

designed to deal with limited settings. 

Recurrent neural system primarily based 

on  recently achieved progressive 

performance (van Gerven and Bohte 

2018). The first neural language model is 

intended to address the two major 

difficulties with n-gram models as 

previously mentioned (Irene et al. 2021). 

Ulterior works have gone on to have some 

expertise in sub-word modelling and 

corpus-level modeling,which is supported 

by a recurrent neural system and its 

alternative,the  novel long short term 

memory  recurrent neural network 

(LSTM). According to the literature,a feed 

forward neural system -based language 

model makes use of mounted length 

context (Meghanathan, Nagamalai, and 

Chaki 2012). The recurrent neural system 

based language model on other hand,does 

not rely on a finite quantity of context. 

Information can circulate inside these 

recurrent neural networks for an extended 

period of time by utilizing recurrent 

connections . (Bhavikatti et al. 2021; 

Karobari et al. 2021; Shanmugam et al. 

2021; Sawant et al. 2021; Muthukrishnan 

2021; Preethi et al. 2021; Karthigadevi et 

al. 2021; Bhanu Teja et al. 2021; 

Veerasimman et al. 2021; Baskar et al. 

2021)(Bhavikatti et al. 2021; Karobari et 

al. 2021; Shanmugam et al. 2021; Sawant 

et al. 2021; Muthukrishnan 2021; Preethi 

et al. 2021; Karthigadevi et al. 2021; 

Bhanu Teja et al. 2021; Veerasimman et 

al. 2021; Baskar et al. 2021) 

 

The research gap identified from 

the literature is that existing approaches 

for the larger datasets have poor accuracy. 

So to increase the accuracy for the next 

word prediction using various approaches 

https://paperpile.com/c/1oqR0Z/E35O
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for the  next word generation. The study’s 

goal is to increase word prediction 

accuracy by combining a long term short 

memory model which produces the best 

prediction of the next word using recurrent 

neural networks and comparing it to n-

gram models.   

 

MATERIALS AND METHODS 

The proposed work is done in the 

computer networks lab, Department of 

Computer Science and Engineering, 

Saveetha School of Engineering, SIMATS. 

This study was developed using jupyter 

notebook software,and hardware 

configurations are intel i5 core processor, 

50GB HDD, 4GB RAM, and the software 

configurations are windows OS, python 

jupyter notebook. The work was carried 

out on 5046 records from the text file from 

an online website gutenberg. The 

independent variable is the text file given 

as an input to the prediction model and the 

dependent variable is the prediction 

output. The accuracy in predicting the next 

word was performed by evaluating two 

groups.The sample size was measured as 

5046 per group with the G power value 0.8 

(Bengfort, Bilbro, and Ojeda 2018). A 

total 70 epochs were performed on each 

group to achieve better accuracy. The 

study uses a dataset downloaded from 

gutenberg website. 

Novel long term short memory 

Long term short memory preserves 

information from the past because the only 

inputs it has seen are from the past.  The 

pseudocode for long term short memory 

are 

 

Step 1: Import libraries and packages 

import tensorflow as tf 

from tensorflow.  keras. 

preprocessing. text import 

Tokenizer 

from tensorflow. keras. layers 

import Embedding, LSTM, Dense, 

from tensorflow. keras. models 

import Sequential 

from tensorflow. keras. utils import 

to_categorical 

from tensorflow. keras. optimizers 

import Adam 

import pickle 

import numpy as np 

import os 

 

Step 2: Removing all the unnecessary data 

and label it as metamorphosis_clean.  

 file = open("metamorphosis_clean. 

txt", "r", encoding = "utf8") 

 

Step 3: Cleaning the data 

 data = data. replace('\n', ''). 

replace('\r', ''). replace('\ufeff', '') 

 

Step 4: Tokenization 

 

Step 5: Creating the model 

model. add(LSTM(1000, 

return_sequences=True)) 

model. add(LSTM(1000)) 

 

Step 6: Compile and fit  the model 

Model.compile() //complies the 

model with learning rate 0.001 

model.fit() // fits the model x,y as 

targets and epochs=150 

Step 7: Predict the model 

Step 8: Results/evaluation 

 

N-gram model 

An N-gram model is built by 

counting how often word sequences occur 

in corpus text and then estimating the 

probabilities, since a simple N-gram model 

https://paperpile.com/c/1oqR0Z/euYy
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has limitations, improvements are often 

made via smoothing, interpolation and 

backoff.  

Step 1:Import  libraries and  package 

from nltk. util import ngrams 

from collections import defaultdict 

from collections import 

OrderedDict 

import string 

import time 

import gc 

from math import log10 

start_time = time. time() 

Step 2: Remove unnecessary data 

#remove punctuations and make 

the string lowercase 

 #changes the word to lowercase 

and remove punctuations from it 

Step 3: Do processing 

Step 4:Load the corpus for the dataset 

Step 5: create the different Nc dictionaries 

for ngrams 

 create quadgram probability 

dictionary 

 create trigram probability 

dictionary 

 create bigram probability 

dictionary 

  sort the probability dictionaries of 

quad,tri and bi grams 

Step 6:Take user input  and print output 

 

Statistical analysis 

The SPSS statistical software was 

used in the research for statistical analysis. 

Using variables like training examples, 

corpus values, vocabulary size, input  

sequence length and testing samples, 

models get accuracy and loss values 

(Bengfort, Bilbro, and Ojeda 2018). Group 

statistics and independent sample tests 

were performed on the experimental 

results and the graph was built for two 

graphs with two parameters under the 

study.  

 

RESULTS 

The proposed algorithm novel long 

short term memory and existing algorithm 

N-gram were run at a time in jupyter 

notebook. As the sample sets are executed 

for a number of iterations the accuracy and 

loss values of novel long short term 

memory and N-gram classifier vary for 

next word generation as shown in Table 1.  

Analysis of overall prediction of next word 

by novel LSTM and N-gram model is 

done. Novel LSTM shows better accuracy 

48% than N-gram. The statistical analysis 

for the parameters of accuracy and loss 

based on the iterations and epochs were 

done. The standard  error is also less in 

novel LSTM in comparison with N-gram 

as shown in Table 2. In Fig. 1, the 

comparison of the significance level for 

novel LSTM and n-gram models was 

analyzed with the value p=0.02, Both 

LSTM and n-gram models have a less 

significant level less than 0.05 . 

 

DISCUSSION 

 Observations were conducted 

among the study groups LSTM and N-

gram by varying sample size, from 

observations the proposed novel long short 

term memory  performed better in terms of  

next word generation by achieving the 

accuracy and less error rate compared to 

the N-gram model.  

The N-gram model is used for the 

prediction. The assigned probability to 

each word and select the next word with 

the high probability. The  use of a good 

turing algorithm for smoothing is required 

for removing irregularities, like cleaning 

datasets, creating train and test data corpus 

,generating prediction by applying n-gram 

https://paperpile.com/c/1oqR0Z/euYy
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model for predicting the next word 

(Hamarashid, Saeed, and Rashid, n.d.; 

Staub et al. 2012; van Gerven and Bohte 

2018). The Context Based Word 

Prediction system outperforms the 

standard frequency-based technique. The 

optimal Markov model for modeling the 

causal link between parameters was 

chosen after a thorough examination of 

various Markov models. Due to the 

enormous number of classes, the SVM 

model for sequence tagging was 

determined to be ineffective for the given 

scenario (Brownlee 2017). The bi-gram 

model can be expanded to a tri-gram or 

more, however because SMS text 

messages are often brief phrases, a higher 

N-gram model isn't necessary (Kehagias 

1990; Staub et al. 2012). At the moment, 

the simplied model first-order Markov 

dependency between the POS of 

subsequent words (Abraham et al. 2020; 

Forsyth 2019). Deep Learning and 

recurrent Neural Networks (RNNs) have 

greatly aided language modeling analysis 

in recent years since they have allowed 

academics to investigate a variety of tasks 

that the robust conditional independence 

requirements fail to do (Tsamtsakiri and 

Karlis 2021). Despite the fact that simpler 

models, like N-grams, rely merely on a 

limited history of prior words to predict 

the future word, they remain an important 

component of high-quality, low-mental-

conflict Language Models (Castro 1999; 

Murray and Chiang 2015). Indeed, recent 

work on large-scale Language Models has 

demonstrated that RNNs perform well 

with N-grams because they have distinct 

strengths that complement N-gram models 

. 

The limitations of the proposed 

language model do not have required 

memory for storing the predicted words .It 

works well for input data files of size less 

than 40 Mb and n-gram size 4. For larger 

data files and n-gram size, more memory 

and CPU power will be needed. Although 

the proposed methodology obtained 

satisfactory results, the approach's 

shortcoming is the requirement for 

enhanced word prediction accuracy and 

memory for storing the predicted word. 

This could be paired with more data text 

files in the future, resulting in improved 

outcomes.   

 

CONCLUSION 

The results show that the proposed 

LSTM outperforms N-gram in terms of 

accuracy and loss for next word prediction. 

The proposed LSTM  is to remember 

previous output or store the previous 

results in memory to predict future results 

proves with better accuracy 48% when 

compared with the N-gram model for next 

word generation.   
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TABLES AND FIGURES 

Table 1. Comparison of accuracy obtained between LSTM and N-gram model during 

evaluation of the models with  same datasets. 

 Corpus Training 

examples 

Test 

dataset 

Epochs Accuracy Loss/Uncertaint

y 

    30 15 23 

LSTM 79841 12453 5046 50 38 19 

    70 48 29 

    2 gram 18 23 

N-gram 79841 12453 5046 3 gram 31 35 

    4 gram 39 46 

 

Table 2. Statistical analysis of mean,standard deviation and standard error mean for both 

long short term memory and n-gram algorithms. 

 Group N Mean Std.deviatio

n 

Std.error mean 

ACCURACY 1 3 33.667 16.92 9.786 
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 2 3 29.333 10.56 6.119 

LOSS 1 3 23.6667 5.032 2.934 

 2 3 34.6667 11.50 6.641 

 

 

Table 3. Independent sample test for significance and standard error determination. 95% 

confidence interval was considered. 

 Levene’s Test 

for Equality of 

Variance 

 

 

                          T-test for Equality of Means 

F Sig t df Sig.

(2-

taile

d) 

Mean 

Differe

nce 

Std.Err

or 

Differe

nce 

95% Confidence 

of the 

Differences 

 

Lower Upper 

 

 

 

ACCURACY 

Equal 

variances 

assumed 

.888 .399 .376 4 .726 4.3333 11.5277

4 

-27.67 36.339 

Equal 

variances not 

assumed 

.376 3.360 .726 4.3333 11.5277

5 

-30.226 38.8935 

 
Fig. 1. Comparison of mean accuracy and mean loss of both  LSTM and N-gram. The 

standard error appears to be less in LSTM compared to N-gram also the standard error 

appears +/- 1SD . X-axis: LSTM vs N-gram algorithm. Y-axis: mean accuracy and mean loss. 

 


