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ABSTRACT 

Aim: The proposed work aims to classify the soil data using the support vector machine algorithm and compare 

its  performance  with the decision tree algorithm. Materials and Methods: The study setting of the proposed 

work utilizes two groups The group 1 is a Support Vector Machine (SVM) algorithm and group  2 is a Decision 

Tree (DT) algorithm. The sample size for each group is measured as 20 using Gpower of 80%. Results: The 

experimental results show that the Decision tree algorithm has T-test accuracy (65.95) which is less compared 

with the Support vector  algorithm (76.47). There exists no statistically significant difference among the groups 

with (P=0.521, >0.05). Conclusion: The obtained results show that the SVM algorithm is performing better than 

the Decision Tree in terms of accuracy. 

 

Keywords: Support Vector Machine, Novel Classification, Decision Tree, Land Cover, Machine Learning, 
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INTRODUCTION 

Diverse Data Mining techniques can be 

utilized to determine the fertility of soil 

and identify the best farmland, especially 

for agriculture (Jain et al. 2017). Further 

the classification algorithms are applied to 

organize knowledge about soil in that area. 

It determines the properties of soil  in the 

area. Langkawi has a best geological 

heritage of high value based on its great 

geological landscape and other features 

such as the fossils, and erosional effects 

(Shastry, A, and H 2014). The Langkawi 

islands are primarily protected under the 

jurisdiction of the Geoforest Park that are 

supervised by the Forestry Department. 

Statistical methods such as the minimum 

distance and maximum likelihood 

classifiers have been widely used for the 

classification of soil data. Soils are 

classified into group data (Vamanan and 

Ramar 2011). The applications of Soil 

classification helps farmers to predict the 

yield of crops and also determine the best 

crop which suits the soil(Pruthviraj et al. 

2022). 

 

Around 150 IEEE Research papers are 

identified related to the  soil data that have 

shown that techniques such as evidential 

reasoning, neural networks, decision trees 

and Support Vector Machines (SVM) may 

often be able to classify a data set to a 

higher accuracy than T-test statistical 

classifiers. With these techniques, 

(Pruthviraj et al. 2022) determined that 
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there are several soil varieties in the world. 

To predict the type of crop that can be 

cultivated in that particular soil type it is 

needed to understand the features and 

characteristics of the soil type. The authors 

proposed a method for performing the 

classification of soil according to the 

macronutrients and micronutrients. Data 

mining and machine learning is still an 

emerging technique in the field of 

agriculture and horticulture.  (Mucherino, 

Papajorgji, and Pardalos 2009) has done 

the soil classification according to the soil 

nutrients which is much beneficial for the 

farmers to predict which crop can be 

cultivated in a particular soil type. 

(Vamanan and Ramar 2011) performed the 

assessment of several classification 

techniques and applied them to the 

database of soil and tested whether there 

exists a meaningful relationship. The 

classification done by (Srunitha and 

Padmavathi 2016) incorporates steps like 

acquisition of image, preprocessing, 

extracting features and performing 

classification. Texture features in images 

of soil have been extracted utilizing the 

low pass and Gabor filter. The statistical 

parameters taken are  Mean amplitude, 

HSV histogram and Standard deviation. 

(Su et al. 2014) performed the comparative 

analysis of data mining techniques applied 

on agricultural fields with concrete 

examples. (Gholap et al. 2012) has done 

classification of soil and identified the 

swelling potential of the clay in Jababeka 

and Lippo Cikarang  and also determined 

the percentage of mineral content. 

(Bhavikatti et al. 2021; Karobari et al. 

2021; Shanmugam et al. 2021; Sawant et 

al. 2021; Muthukrishnan 2021; Preethi et 

al. 2021; Karthigadevi et al. 2021; Bhanu 

Teja et al. 2021; Veerasimman et al. 2021; 

Baskar et al. 2021) 

The research gap identified from the 

survey is that the existing methodologies 

attain less accuracy in classification of 

soil. The aim of the proposed methodology 

is to utilize the SVM approach for novel 

classification and improve the 

classification accuracy. 

 

MATERIALS AND METHODS  

The research work was performed in the 

Department of Computer Science and 

Engineering, Saveetha School of 

Engineering, SIMATS. Two groups were 

utilized in this work to perform soil 

classification. Group 1 is the decision tree 

algorithm and Group 2 is SVM algorithm. 

The sample size is estimated using 

Gpower of 80%. The platform used to 

evaluate the algorithms was Jupyter 

(Anaconda) software. The hardware 

configurations were an Intel core i5 

processor with a ram size of 8GB. The 

Software Configuration of the system is 

64-bit, Windows OS, 64 bit processor with 

HDD of  1TB. The data  collection is taken 

from the open source that is used for 

software effort estimation using Decision 

tree algorithm and support vector 

algorithm Several data used consist of the 

System data, topography map with 1:50 

000 scale and ground truth data. The data 

of Langkawi Island acquired on March 7, 

2005 was used for data classification. They 

were already geometrically corrected and 

registered to WGS 84 datum and UTM 

Zone 47 projection (Vamanan and Ramar 

2011). 

 

Decision tree Algorithm 

Given the set of attributes and groups the 

decision tree frames the set of rules that 

can be  utilized  to  characterize  soil data. 

The main advantage of the algorithm is 
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that it is easy to interpret and needs only 

minimum processing. It can oblige both 

the numerical and categorical data.  It 

performs the estimation of dependent  

variables  based  on  the available data. 

The tree is created based on the attribute 

values of training data. The data is 

categorized utilizing the function of data 

that have gained knowledge. The principle 

of pruning is established using the 

tolerance value. NDVI is an index 

calculated from reflectance measured in 

the red visible and near infrared channels. 

Firstly, an NDVI map was produced. From 

the NDVI map, the NDVI range of each 

land cover type was generated . The 

equation of NDVI is shown as below 

Equation (1). 

                                           NDVI = (NIR-Red)/(NIR + Red) (1) 

  

The purpose of image classification is to 

group together pixels that have similar 

patterns of brightness values across a 

series of image bands or information 

channels. Therefore, brightness value (BV) 

for each land cover. 

Pseudocode 

Step 1: Load the NDVI dataset into a 

variable and check for outliers 

Step 2: Outliers are detected using quartile 

functions 

Step 3: Calculated from reflectance 

measured in the red visible and near 

infrared channel 

Step 4: The range of each land cover types 

was generated 

Step 5: The test results are predicted using 

decision trees and these are cross validated 

Step 6: Accuracy is achieved through 

means of all decision trees 

Step 7: End 

 

Support vector algorithm 

The classification, training sites 

representative of land-cover classes of 

interest were acquired using the ROI tool. 

The areas selected to serve as training sites 

should be relatively homogeneous and 

extensive enough to provide good 

statistics. The soil images were classified 

automatically using four kernel types. The 

kernel types are linear, polynomial, radial 

basis function and sigmoid. Firstly, the 

classification was executed by using the 

default parameters. The parameters are 

penalty parameter, pyramid levels and 

classification probability threshold. The 

default value of the penalty parameter is 

100, pyramid levels are 0 and 

classification probability threshold is 0. 

Pseudocode 

Step 1: Initialize the model with a random 

value 

Step 2: This can also be the average value 

or mid value of the total values. 

Step 3: land cover classes of interest was 

acquired using ROI tool 

Step 4: The new values of penalty 

parameter were 200,300,and400 

Step 5:The new values of classification 

probability threshold were 0,3,0,7 and 1. 

Step 6: The optimum parameter was based 

on the accuracy assessment 

Step 7: End 

 

Statistical Analysis 

In the current Study the Statistical tool 

called IBM SPSS is used (Waheed et al. 

2006). Using this software’s descriptive 

and group statistics for the accuracy values 

are calculated. Independent sample tests 

are taken and significance values are 

calculated for novel classification. 

Independent variables are distinct 

https://paperpile.com/c/G00pFx/kJbA
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attributes that are helpful in prediction and 

dependent variables are improved accuracy 

values (Gholap et al. 2012). 

 

RESULTS 

The novel Classification of soil is done 

and the accuracy of soil data is estimated 

by test set.  Table 1 gives the comparison 

of accuracy between Support vector 

machine and Decision tree algorithm. 

Accuracy varies for different iterations for 

various test set sizes.  Table 2 gives the 

independent sample T test. Support vector 

machine achieved a mean 76.47, Standard 

Deviation of 3.516 and the Standard error 

mean of 1.112. Decision tree achieved a 

mean  65.95, Standard Deviation of  3.019 

and the Standard error mean of .955. Table 

3 gives the significance and standard error 

determination. It is considered to be 

statistically significant and 95% 

confidence intervals were calculated. Fig. 

1 represents the mean accuracy of the 

software effort estimation for SVM and 

Decision tree algorithm. The SVM 

algorithm obtained 76.47% accuracy and 

the Decision tree algorithm obtained 

65.95% accuracy. The SVM algorithm 

technique achieved better performance 

than the Decision tree algorithm. 

 

DISCUSSION 

Experiments were conducted among the 

study group Decision Tree (DT) and 

Support Vector Machine (SVM) 

algorithms by varying sample size for 

performing novel classification of soil 

data. From the experiments, it is observed 

that the proposed SVM performed better 

in terms of classification of soil data by 

achieving better accuracy and less error 

rate compared to the Decision tree 

algorithm. 

 

Many similar findings prove SVM 

Algorithm classification is best. (Foody 

and Mathur 2004) has explored the 

classification of crops based on ancillary 

information on soil type and proved to get 

good accuracy. SVM is a supervised 

machine learning algorithm used for both 

classification and regression. Though we 

say regression problems as well, it's best 

suited for classification. (Yi-yang and 

Nan-ping 2009; Wijaya and Gloaguen 

2007) proposed the SVM algorithm 

retrieval by taking soil dataset and 

accuracy is higher than 94%. (Pruthviraj et 

al. 2022) proposed a   model that SVM 

shows higher accuracy in fertilizer 

recommendation than other algorithms. 

SVM does not perform very well (Myagila 

and Kilavo 2021) in the work proposed for 

detecting sign language. CNN had higher 

accuracy than SVM.  

 

Although the proposed algorithm yields 

better accuracy it has certain limitations. 

Support Vector Machines (SVM) cannot 

be executed very well when the data set 

has more sound  target classes that are 

overlapping.and analyze the live data 

which is constantly changing. In the future 

various applications can be made by 

working together with the combination  of 

other machine learning algorithms.  

 

CONCLUSION 

The proposed work has implemented 

classification of soil data using two 

different algorithms namely Support 

Vector Machine Algorithm and Decision 

Tree Algorithm. Support vector algorithm 

shows higher accuracy rate and performed 

better at a more significant rate than that of 

the decision tree. 
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TABLES AND FIGURES 

Table 1. Comparison between SVM and Decision tree. Accuracy, values obtained for SVM 

and Decision tree algorithms are compared for various datasets 

 

S. 

NO 

SVM 

 

DECISION TREE 

Accuracy   Accuracy 

   1 61.56 71.44 

   2 62.59 72.98 

   3 63.29 73.34 

   4 64.56 74.56 

   5 65.05  75.15 

   6 66.48 76.56 

   7 67.64 78.96 
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   8 68.58 79.84 

   9 69.25 80.21         

  10 70.50 81.67 

 

Table 2. T-test statistical analysis of two algorithms are obtained for 10 iterations. Decision 

Tree has less  mean accuracy 65.95 compared to SVM (76.47). 

 Algorithm        N       Mean Std.Deviation  Std. Error 

Mean 

 

Accuracy 

SVM       10      76.47    3.516    1.112 

DECISION TREE       10      65.95    3.019    .955 

 

Table 3. Independent sample test for significance and standard error determination 

considering equal and not equal variances and 95% confidence intervals were calculated. 

 Levene’s 

Test for 

Equality of 

Variances 

                              T-test for Equality of Means 

     t df    Sig  Mean 

Differenc

e 

Std.Error 

Differenc

e 

95% Confidence 

interval of the 

Difference 

 

 

   F    

Sig. 

Lower Upper 

Equal variances assumed .428 

 

 .521 -7.179    18 .000  -10.521 

 

 1.465 

 

-13.600 

 

-7.442 

 

Equal 

variances not 

assumed 

-7.179 17.59 

 

 .000  -10.521 

 

 1.465 

 

-13.605 

 

-7.437 
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Fig. 1.  Prediction accuracy for the two algorithms. The accuracy of the SVM algorithm is 

better than the accuracy of the Decision tree algorithm. X Axis: SVM vs Decision tree 

algorithm. Y Axis is mean accuracy of detection +/-1 SD. 


