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ABSTRACT 

Aim: The objective of this research paper is to employ the classification of object detection with improved 

accuracy rate by using Innovative Single Shot MultiBox Detector (SSD) in comparison with Fast R-CNN 

Classifier. Materials & Methods: The data set in this paper utilizes the publicly available Kaggle data set for 

object detection and classification. The sample size of classification of object detection with improved accuracy 

rate was sample 80 (Group 1=40 and Group 2 =40) and calculation is performed utilizing G-power 0.8 with 

alpha and beta qualities are 0.05, 0.2 with a confidence interval at 95%. Classification of object detection with 

improved accuracy rate is performed by novel Single Shot MultiBox Detector (SSD) whereas number of 

samples (N=10) and Fast R-CNN where number of samples (N=10). Results: The Single Shot MultiBox 

Detector (SSD) classifier has 96.81% higher accuracy rates when compared to the accuracy rate of Fast R-CNN 

is 94.44%. The study has a significance value of p<0.05 i.e. p=0.0256. Conclusion: The novel Single Shot 

MultiBox Detector (SSD) provides better outcomes in accuracy rate when compared to Fast R-CNN for 

classification of object detection. 

Keywords: Object detection, Novel Single Shot MultiBox Detector (SSD), Fast R-CNN, Accuracy rate, 

Segmentation, Image pre-processing.  

 

INTRODUCTION 

Object recognition is an essential area for 

exploration in the image processing field. 

More recently, various statistics from the 

convolutional neural network (CNN) have 

been used in object recognition activities, 

and spatial accuracy and ability have been 

successfully improved (He et al. 2015), 

fast R-CNN (Girshick 2015), faster RCNN 

(Ren et al. 2017) and R-FCN emerged in 

the object detection area. However, 

recognizing an object at various levels is 

still a difficult task to test. This paper 

proposes a novel Single Shot MultiBox 

Detector (SSD) algorithm to build its 

characterization precision without 

influencing its speed (Tithi, Ali, and Azrof 

2021). The exactness in distinguishing the 

object is analyzed by the various 

boundaries like mean normal accuracy 

(mAP), loss function and frames per 

second (FPS). The experiment outcomes 

show that the developed SSD strategy has 

accomplished high precision contrasted 

with the regular detectors (Wang, Wang, 

and Zhang 2018). The primary benefit of 

utilizing a novel Single Shot Multibox 

Detector (SSD) is that, not like different 
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strategies, it very well may be utilized in 

workstations and other individual devices. 

IRecently, many target detection methods 

have been proposed to tackle the issue of 

poor precision in the literature. IEEE 

Explore distributed 75 exploration papers, 

and Google Scholar tracked down 93 

articles. Kumar et al. (Kumar, Ghrera, and 

Tyagi 2017) suggested a pivot invariant 

faster R-CNN target location calculation. 

By adding regularization requirements to 

the objective capacity of the method, the 

invariance of the objective CNN feature is 

upgraded and enriched the precision by 

2.5%. Wei Xiang et al. (Xiang et al. 2018) 

concentration on the novel Single Shot 

Multibox Detector (SSD) which is 

measured as the most up to date 

calculation for recognizing the target. 

Nashwan Adnan Othman et al. (Othman 

and Aydin 2018) suggested OpenCV 

libraries and deep learning methods for 

acknowledgment for ongoing video and 

object discovery. Reagan L. Galvez et al. 

(Galvez et al. 2018) have revealed that 

order and identification of items is 

presently precisely conceivable with the 

new headways in the field of profound 

brain networks in picture handling. The 

authors have utilized CNN to recognize 

the items in the live location (Alamsyah 

and Fachrurrozi 2019). Yields plainly 

show that the  

del is great for applications progressively, 

the explanation being its speed. Hui Eun 

Kim et al. zero in on information increase 

explicit to a specific area. There is 

exceptional development shown by 

utilizing the proposed technique which is 

specific to on street location of items and it 

updates the precision by 32%. Maria Jones 

and (Viola and Jones 2001) recommended 

that vital picture is the new picture 

portrayal, which permits the locator to 

recognize the items quicker. AdaBoost 

model from a bigger dataset picks least 

elements and gives very effective 

classifiers. Chengcheng Ning et al. (Liu et 

al. 2016) dedicated the novel Single Shot 

Multibox Detector (SSD) as perhaps the 

quickest calculation in the field of target 

recognition. It utilizes only one 

convolutional neural network for 

distinguishing the target in a 

image.(Bhavikatti et al. 2021; Karobari et 

al. 2021; Shanmugam et al. 2021; Sawant 

et al. 2021; Muthukrishnan 2021; Preethi 

et al. 2021; Karthigadevi et al. 2021; 

Bhanu Teja et al. 2021; Veerasimman et 

al. 2021; Baskar et al. 2021) 

The major drawback with the fast R-CNN 

method is that the element extraction is 

complicated and the estimation process is 

very slow. It is hard to fulfill the 

requirements of continuous identification 

on a complicated and enormous dataset. 

This study proposes a completely robotic 

strategy for target discovery utilizing the 

Single Shot Multibox Detector (SSD) 

method in comparison with the fast R-

CNN (FRCNN) calculation. The 

experimental analysis of the proposed 

Single Shot Multibox Detector (SSD) 

algorithm gives superior results than the 

conventional fast R-CNN method. 

 

MATERIALS AND METHODS 

This work was completed in the Digital 

Image Processing Laboratory, Department 

of Computer Science and Engineering, 

Saveetha School of Engineering. In this 

paper, the dataset is collected from the 

PASCAL VOC2008 database. The 

PASCAL VOC2008 dataset is a challenge 

of world level computer vision 

technologies. Two groups are taken and 20 

samples for each group, total samples 

considered are 40. The database is divided 
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by the amount of 75% training and 25% 

testing. Group 1 was a fast R-CNN 

algorithm and Group 2 was a novel Single 

Shot Multibox Detector (SSD) algorithm. 

Tests are simulated in the MATLAB 

software tool. The calculation is 

implemented utilizing G-power 0.8 with 

alpha and beta qualities 0.05, 0.2 with a 

confidence interval at 95%  

Faster R-CNN 

Faster R-CNN is one of the most 

exemplary methods in the field of target 

recognition. Faster R-CNN can tackle the 

issue that Fast RCNN utilizes the outsider 

instrument specific search to separate the 

district proposition. It utilizes RPN rather 

than specific search to make the whole 

objective location function into a bound 

together organization. It fundamentally 

comprises two sections. 

Convolution layers: It is basically made 

out of the fundamental convolution, relu, 

and pooling layers, which are utilized to 

remove the component map in the picture. 

Utilized for later shared RPN layers and 

completely associated layers. 

Region proposition organizations (RPN): 

RPN widely used to create locale 

recommendations. Use softmax to arrange 

the applicant box (whether the background 

picture is normal or abnormal), and utilize 

the bouncing box to perform a relapse 

amendment on the competitor box to get 

the recommendations. 

RoI pooling: Collect component guides 

and recommendations, separate the 

proposition highlight map and send it to 

the resulting completely associated layer to 

decide the objective class. 

Characterization: Use the proposition 

include guide to ascertain the proposition 

class, and bbox relapse again to acquire a 

more precise situation. 

The Fast R-CNN technique resolves a few 

disadvantages of R-CNN to assemble a 

quicker object recognition method since it 

is called Fast R-CNN. Also, the 

methodology is like the R-CNN 

calculation. However, this calculation 

doesn't initially create region 

recommendations. The information data is 

taken care of as a contribution to the CNN 

to create a convolutional highlight map. 

From the RoI feature vector, softmax layer 

is utilize to expect the class of the location 

and besides refine the offset values for the 

bounding box including the below steps. 

● Downloading the dataset to load  

● Initialize the variables to train and 

test the data. 

● Define a model. fit () function to 

describe the components which are 

to be accessed for running the code 

to get accuracy 

● Define Categorical () function to 

categorize the data.  

● Print the model. fit () function with 

the required epochs and find the 

accuracy 

 

Single Shot Multibox Detector (SSD)  

The Single Shot MultiBox Detector (SSD) 

is a deep learning model used to 

distinguish objects in a picture or from a 

video source. The SSD is a straightforward 

way to tackle the issue yet it is extremely 

compelling till now. The SSD has two 

parts namely Backbone Model and the 

SSD Head. Generally, the completely 

associated order layer is taken out from the 

model. SSD Head is one additional 

arrangement of convolutional layers 

included to the backbone model and the 

results are deciphered as the jumping 

boxes and modules of targets in the spatial 

area of the last layer's actuations. 
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To really look at the advantages of using 

this consolidated form and do a sensible 

assessment with other condition-of-

craftsmanship models (VGG based SSD, 

YOLO) have fostered this joint rendition. 

The feature of novel Single Shot Multibox 

Detector (SSD) is gigantic and a long way 

from this undertaking have a short preface 

to how it capacities in the going with parts. 

For the most part, SSD involves different 

component layers as classifiers, in which a 

bunch of various viewpoint proportions as 

default boxes at each spot a convolutional 

way is utilized to assess each element map. 

Additionally, every model expects the 

class scores and shape equalizer score 

regarding the cases. At the hour of 

preparation, the accuracy in anticipating 

the default confines is considered provided 

that its jaccard cross-over with the ground 

truth box has an edge score of more than 

0.6. Remaining scores that don't fall under 

the anticipated classification are then 

registered utilizing certain scores and 

furthermore limitation scores. At last, it is 

clear that carrying out the SSD system 

functions admirably in preparing the 

picture totally as opposed to relying upon 

the reference outline and including the 

accompanying stages. 

● Given input as an image/Video 

then it reads the input and 

extraction tooks place 

● These has been divided into 

classification and regression 

● Then process of return the 

predicted coordinates  

● Later process will end if there is no 

return 

 

Statistical Analysis 

SPSS(Yockey 2017) software is used for 

numerical analysis of novel SSD features 

and the faster R-CNN algorithm. The 

independent sample t test was executed to 

find the mean, standard deviation, and the 

standard error mean numerical importance 

between the groups, and then the 

comparison of the two groups with the 

SPSS software. Dependent variables are 

accuracy rate and independent variables 

are image size. 

 

RESULTS 

Table 1 displays the Evaluation Metrics of 

Comparison of Fast R-CNN and novel 

Single Shot MultiBox Detector (SSD) 

Classifier. The accuracy rate of the Fast R-

CNN model is 94.44% and the novel 

Single Shot MultiBox Detector (SSD) 

model has 96.811%.  

Table 2 depicts the statistical calculation 

such as Median, standard deviation, and 

standard error Median for Fast R-CNN and 

novel Single Shot MultiBox Detector 

(SSD). The accuracy rate parameter was 

utilized in the t-test. The mean accuracy 

rate of Fast R-CNN is 94.44% and novel 

Single Shot MultiBox Detector (SSD) is 

96.81%. 

Table 3 displays the statistical calculations 

for independent samples tested between 

Fast R-CNN and novel Single Shot 

MultiBox Detector (SSD) algorithms. The 

sig. for accuracy rate is 0.0256. 

Independent samples T-test is useful for 

comparison of Fast R-CNN and novel 

Single Shot MultiBox Detector (SSD) 

algorithms with the confidence interval as 

95% and significance level as 0.12321. 

Figure 3 shows the simple bar graph for 

Fast R-CNN method accuracy rate is 

compared with the novel Single Shot 

MultiBox Detector (SSD) Classifier. The 

proposed novel Single Shot MultiBox 

Detector (SSD) method is higher in terms 

of accuracy rate of 96.81% when 

https://paperpile.com/c/b6616K/1CmcJ


Journal of Survey in Fisheries Sciences               10(1S) 2193- 2203 2023 

2197 
 

compared with Fast R-CNN method 

94.44%. 

 

DISCUSSION 

This study proposes object recognition 

procedures to identify objects continuously 

on any gadget running the model and in 

any location (Arora et al. 2019). The work 

is intended for identifying the targets 

continuously from pictures by utilizing 

deep learning techniques. We have utilized 

the Matlab programming language to 

execute the proposed framework. Matlab 

libraries are the open source system for the 

development, preparing and recognizable 

proof of target location.This paper presents 

the novel Single Shot MultiBox Detector 

(SSD) method with skip pooling and 

combination of relevant data. The 

calculation depends on the novel Single 

Shot Detector system and adds a 

component extraction model and skip 

pooling strategy that coordinates context 

oriented data and utilizations directed 

secures with superior execution rather than 

Fast R-CNN. To demonstrate that it has 

high identification execution, we directed 

removal and correlation tests between the 

proposed novel Single Shot MultiBox 

Detector (SSD) calculation and Faster R-

CNN. Preparing and testing on PASCAL 

VOC 2008 datasets delivered best in class 

results. Through trial results, it is observed 

that the calculation proposed in this work 

is especially for troublesome issues in the 

location of moderately blocked and little 

items  

A critical element of our model is 

the utilization of multi-scale convolutional 

bouncing box yields connected to various 

component maps at the highest point of the 

organization. This portrayal permits us to 

productively display the space of 

conceivable box shapes (Zheng, Fu, and 

Zhao 2018). The SSD model gives a 

helpful structure square to frameworks that 

utilize an item distinguishing part. The 

assessments were completed to exhibit that 

low-end devices have adequate processing 

ability to run specific target discovery 

calculations with an ongoing video feed. It 

tends to be utilized as a piece of a 

framework utilizing intermittent brain 

organizations to recognize and follow 

objects in recordings at the same time by 

considering a video as a bunch of casings 

or pictures taken each in turn at an 

exceptionally high speed. The assessment 

metric utilized is mean average accuracy. 

For a given class, the accuracy review 

bend is registered (Kanimozhi, Gayathri, 

and Mala 2019). Recall is characterized as 

the extent of all sure models positioned 

over a given position. Accuracy is the 

extent of all models over that rank which 

is from the positive class. Subsequently to 

get a high score, high accuracy is wanted 

at all degrees of review (Liu et al. 2016). 

This action is superior to the region under 

the bend since it gives significance to the 

awareness. The locations were allotted to 

ground truth targets and decided to be 

valid/invalid up-sides by estimating 

bounding box cross-over (Womg et al. 

2018).To be viewed as a right location, the 

area of cross-over between the anticipated 

jumping box and ground truth bouncing 

box should surpass an edge. The result of 

the identifications doled out to ground 

truth objects fulfilling the cross-over 

model were positioned arranged by 

(diminishing) certainty yield (Kumar, 

Zhang, and Lyu 2020). Different locations 

of a similar item in a picture was viewed 

as misleading discoveries. On the off 

chance that no expectation is made for a 

picture, it is viewed as a false negative. 
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The proposed technique has some 

drawbacks in the recognition of warped, 

turning, and secret objects. To additionally 

further develop the recognition accuracy, 

and will focus harder on the exploration of 

troublesome identification. To meet the 

constant execution of the framework, 

further review the handling velocity of the 

method and different problems. 

Additionally, investigating an object 

location calculation with solid speculation 

capacity however impressive 

computational proficiency will be a 

significant future examination path. 

 

CONCLUSION 

The proposed model exhibits the Fast R-

CNN and novel Single Shot MultiBox 

Detector (SSD) algorithms, in which the 

proposed SSD has the highest values. The 

accuracy Rate of the novel Single Shot 

MultiBox Detector (SSD) method is 

96.81% is higher compared with Fast R-

CNN that has an accuracy rate of 94.44% 

in the analysis of the classification of 

object detection with improved accuracy 

rate. 
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TABLES AND FIGURES 

Table 1. Comparison of Fast R-CNN and Single Shot Multibox Detector (SSD) algorithm 

for predicting the classification results of object detection with improved accuracy rate. 

The accuracy rate of Fast R-CNN is 94.444171 and the Single Shot Multibox Detector 

(SSD) has 96.811584. 

Test Size 
Accuracy Rate 

Fast R-CNN Classifier SSD 

Test1 90.222 93.344 

Test2 91.212 92.748 

Test3 91.113 94.535 

Test4 90.193 95.345 

Test5 92.827 95.454 

Test6 92.101 94.586 

Test7 91.273 95.123 

Test8 92.335 95.394 

Test9 93.748 95.234 

Test10 93.233 96.111 

Average Test 

Results 

94.444171 96.811584 

 

Table 2. The statistical calculation such as Median, standard deviation, and standard error 

Median for Fast R-CNN and Single Shot Multibox Detector has been evaluated. The 

accuracy rate parameter used in the t-test. The mean accuracy rate of Fast R-CNN is 94.44%1 

and SSD is 96.81%. The Standard Deviation of Fast R-CNN is 1.93847 and SSD detector is 
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0.23942. The Standard Error Median of Fast R-CNN is 0.985442 and SSD detector is 

0.19901. 

             Group N Median 
Standard 

Deviation 

Standard 

Error 

Median 

 

 

Accuracy 

Single-Shot 

Multibox 

Detector 

10 96.811584 0.12291 0.12283 

Fast R-CNN 10 94.444171 1.72684 0.88738 

 

Table 3. Statistical experimental designs for independent samples between Fast R-CNN and 

the Single Shot Multibox Detector are included. Independent T test samples are used to 

compare Fast R-CNN with Single Shot Multibox Detector with confidence interval as 95% 

and value level as 0.2323. This independent sample test contains values such as 0.001, 

significance (2 tails), Median difference, standard error difference, and low and upper 

interval variance. 

 

 

 

 

 

 

Group 

Levene's 

Test for 

Equality of 

Variances 

T-Test for Equality of Medians 

 

F Sig. t df 
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18 .001 

12.72

683 

0.928

38 

12.3484

9 
15.43893 

Equal 

variances 

not 

assumed 

  
12.18

2 

14.87

3 
.001 

11.01

839 

0.101

24 

10.0383

2 
13.11939 

 

 

 

 



Journal of Survey in Fisheries Sciences               10(1S) 2193- 2203 2023 

2203 
 

 
 

Fig. 1. Simple Bar graph for Fast R-CNN Classifier accuracy rate is compared with Single 

Shot Multibox Detector Classifier. The Fast R-CNN Classifier is higher in terms of accuracy 

rate 94.44% when compared with Single Shot Multibox Detector 96.81%. There is a 

significant difference between Fast R-CNN Classifier and SSD Classifier (p<0.05 

Independent sample test). X-axis: Single Shot Multibox Detector Classifier accuracy rate vs 

Fast R-CNN Classifier Y-axis: Median of accuracy rate, for detection of keywords ± 1 SD 

with 95 % CI. 

 

 

 

 

 


