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ABSTRACT 

Aim: The primary objective of this study is to perform novel loan predictions for approval using different 

machine learning algorithms  and obtain better accuracy. Materials and Methods: Machine learning algorithms 

are applied on Loan Prediction Problem dataset that consists of train file and testing file. Four groups were used 

namely Logistic regression, Decision tree, Random Forest and XGBoost. The sample size was measured as 35 

per group using Gpower of 80%. Results: The accuracy is maximum when loan approval prediction is done 

using Logistic Regression (83.24%) when compared with Random Forest, XGBoost and Decision Tree and 

there exists a statistically significant difference of (p<0.05) between the classifiers. The minimum accuracy is 

obtained in the Decision tree (70.34%). Conclusion: The study shows that Logistic Regression Algorithm 

exhibits better accuracy than other algorithms such as Decision Tree, Random Forest and XGBoost  in Loan 

approval prediction.  

 

Keywords: Decision Tree, Logistic Regression, Machine Learning, Novel loan prediction, Random Forest,  

XGBoost 

 

INTRODUCTION 

Nowadays money has become the center 

of everything, so bank loans are used to 

meet the needs of people. Loan application 

rates have increased at a very rapid rate 

over the past years (Ramachandra et al. 

2021). Risks are always involved in 

approving loans. Bank officers are very 

aware of the payment of loans of 

customers (Zhu et al. 2019). Loan 

approval decisions are not always correct . 

Many precautions should be taken while 

analyzing loan applicant data (Behera et al. 

2021).  It is necessary to automate the 

process of loan approval which helps to 

reduce the damages and risks for 

banks.Machine learning algorithms can be 

used to perform novel loan predictions 

(Sheikh, Goel, and Kumar 2020). This can 

be used to know if a loan applicant’s 

application can be approved or not (Gupta 

et al. 2020). It can be used in various 

banking Sector applications and online 

credit applications and can be used to 

evaluate the credit risk based on the 

applicant's information. 

 

Most frequently cited works that are 

similar to this work have been 

investigated.Several research papers are 
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available on  IEEE Xplore and 

ScienceDirect . From IEEE Xplore 458 

articles are identified and 481 articles on 

ScienceDirect that relate relevant research. 

(Alaradi and Hilal 2020) utilized Random 

forest and the Decision Tree to compare 

accuracy for loan approval prediction. 

Decision tree out performs Random Forest 

in terms of accuracy. Applicant’s  personal 

details are considered such as age, credit 

risk, and their objectives are used in 

predicting novel loan approval (Dosalwar 

et al. 2021). Nature and background of the 

applicant is also verified and considered 

for prediction (Madaan et al. 2021). For 

prediction of credit risk the Random forest 

has high accuracy. The performance of 

algorithms were analyzed using metrics 

like f1 score etc. However , the metrics 

were meant for individual classes, not the 

whole data (Wu, Huang, and Duan 2019). 

The predictive model , Decision tree and 

SVM was fully used and well utilized to 

classify loan approval (Nafees and 

Rehman 2021). (Qureshi et al. 2021) has 

performed the prediction of missing 

clinical appointments using machine 

learning, XG boost shows best 

accuracy.(Parakh et al. 2020; Pham et al. 

2021; Perumal, Antony, and 

Muthuramalingam 2021; Sathiyamoorthi 

et al. 2021; Devarajan et al. 2021; Dhanraj 

and Rajeshkumar 2021; Uganya, Radhika, 

and Vijayaraj 2021; Tesfaye Jule et al. 

2021; Nandhini, Ezhilarasan, and 

Rajeshkumar 2020; Kamath et al. 2020) 

The research gap identified from the 

literature survey is that classification 

models adopting Decision Trees are 

unstable.While using decision trees a 

minute change in the data can affect the 

structure of the optimal decision tree in a 

big way ,which is relatively inaccurate. 

The  existing approaches have poor 

accuracy. There are other predictors that 

perform better with similar data such as 

Logistic Regression, Random Forest and  

XGBoost . The primary objective of this 

study is to compare  these machine 

learning algorithms and find an efficient 

method for novel loan prediction . 

 

MATERIALS AND METHODS 

The study setting for the proposed work 

was conducted at Web Ontology Lab in 

Saveetha School of Engineering using 

Google Colab, and the required hardware 

and software configurations are intel i5 7th 

gen processor, 250 GB HDD, 8GB Ram, 

and windows 10 OS and  Matlab. Machine 

algorithms such as Decision Tree , 

Logistic Regression , Random Forest and 

gradient boosting were applied on Loan 

prediction dataset. Five iterations per each 

group were performed to achieve better 

accuracy. The Study uses a loan prediction 

problem dataset downloaded from kaggle. 

The proposed methodology  compares 

Logistic Regression, Decision Tree, 

Random Forest and XGBoost for 

implementing novel loan prediction. The 

sample size was calculated as 35 in each 

group using G Power (Vaidya 2017) . 

Logistic Regression 

A strategy for defining data and explaining 

the relationship between one or more 

independent factors and one or more 

dependent binary variables is logistic 

regression. In Logistic Regression when 

the dependent variable is categorical, then 

like all other regression analyses, those 

variables can be used as a prediction tool. 

The logistic regression statistical model is 

a widely used statistical model for binary 

classification, or predictions of the type 

this or that, yes or no, A or B, and so forth. 

It's one of the most used binary 

classification machine learning 
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approaches. The pseudocode for the 

Logistic Regression is given below. 

 

Input: Loan prediction problem Dataset. 

Output: Accuracy. 

 

1.  Pre-processing of data . 

2.  Fitting the Training set with 

Logistic Regression. 

3.  By using the above Training set, 

predict the test result. 

4.  The accuracy of the result is to be 

tested . 

5. Finally the test result set is 

visualized . 

Random Forest 

This is a supervised learning technique 

where a multiple number of decision trees 

are created at the time of training and 

outputs. All these trees are combined to 

form a single tree and it can be used for 

parameters such as to evaluate the 

performance of a model and to find 

accuracy of that model. This type  of 

application has several applications and 

can be used in classification and regression 

types of analyses. Instead of working on a 

single decision tree this random forest 

algorithm gathers data from all the 

decision trees independently and predicts 

on majority number votes of prediction 

which can be used to predict the end 

output. The accuracy will be greater if the 

number of decision trees is more. The 

advantages of proposed algorithm over 

other machine learning algorithms are as 

follows:  

● This is based on ensemble learning 

, so complex or large databases can 

run very effectively. 

● The errors can be fixed easily and 

this algorithm can prevent the  

overfitting problem ; 

● Even with a large amount of 

missing data we can maintain 

better accuracy and support an 

effective way for managing the 

missing data. 

The Pseudocode of proposed algorithm : 

Input: Loan prediction problem Dataset. 

Output: Accuracy. 

These are the steps followed while 

implementing the random forest algorithm 

:  

1.  Pre-processing of the data. 

2.  The training set is fitted using 

Random forest .  

3.  Testing results are used to predict 

the credit risk . 

4.  The testing  results are used to find 

accuracy. 

5.  Visualizing the test result and 

accuracy. 

XG Boost 

XGBoost is an ensemble learning 

technique which combines various models 

like classifiers and functions which are 

strategically generated for solving 

intelligent problems.This method is 

generally used to improve a certain 

process of classification or prediction and 

the execution speed is also high .This 

XGBoosting is an extension of gradient 

boosting which is also a method in 

ensemble learning which is different from 

bagging classifier. Generally these bagging 

and boating are commonly used and they 

can be applied to different kinds of models 

which are statistical and decision trees that 

have been the most popular. Gradient 

boosting is commonly implemented with 

XGBoost. 

Pseudocode for XGBoost 

Input: Loan prediction problem Dataset. 

Output: Accuracy. 

These are the steps followed while  

implementing XGBoost :  
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1. Install the  XGBoost in python. 

2. Upload the loan prediction dataset 

3. Train the dataset using the above 

model. 

4. Evaluate the model by using the 

above predictions. 

5. Combine the above prediction for 

final output . 

Decision Tree 

In order for the decision tree's based 

algorithm to work, all attributes or features 

must be discretized.The feature which 

gathers the most information is to be used 

in this algorithm. To express the 

knowledge provided in a decision tree, IF-

THEN rules can be employed. (Kirandeep 

et al. 2018) These decision trees can 

mimic human decision making by creating 

a tree-like structure,  which is presented 

graphically with  simple interpretations 

which works for both nominal and input 

and output variables which are continuous. 

By identifying the instances , the algorithm 

creates a tree-like structure. It's a strong 

tool for facilitating deciding sequential 

decision problems.The properties of the 

decision tree are 

● These decisions are perceptibly 

interpreted and easily understood, 

they can mimic human decision 

making very simply. 

● It can handle both numeric and 

categorical data and makes no 

assumptions about the distribution 

of attributes / predictors. 

● These can be further added using 

bagging , boosting and Random 

forest classifiers. 

Input: Loan prediction problem Dataset. 

Output: Accuracy. 

1. Importing the dataset into the 

model. 

2. Few random features are selected 

from the above dataset. 

3. Decision Tree Classifier is 

generated as a parameter. 

4. Analyze the variables which are 

independent and dependent 

variables in the dataset. 

5. It predicts the final output. 

6. Most predicted results were 

selected as final output.  

 

Statistical Analysis 

For statistical analysis research the 

Statistical Package software (SPSS) is 

used. Group statistics and independent 

sample t-tests and Anova testing are 

performed. The experimental results and 

the graph were built for four groups with 

two parameters which we have used for 

the classification of algorithms under 

study. The independent variables are 

ApplicantIncome, CoapplicantIncome, 

LoanAmount, LoanAmountTerm, Gender, 

Status, Employment, CreditHistory, 

LoanStatus and the dependent variables 

are Dependents, Education, PropertyArea  

(Vaidya 2017).   

 

RESULTS 

The proposed algorithms (Logistic 

Regression, Random Forest, XGBoost) 

and the existing algorithm (Decision Tree) 

were compared with SPSS statistical 

software at same time.The sample sets for 

each algorithm we iterated for five times 

and executed with different lengths and the 

accuracy of the algorithms are noted in  

Table 1. In Table 2  we can find statistical 

analysis such as Mean, Standard 

Deviation, and Standard Error and 

Accuracy of  the algorithms that were 

performed. The significant difference 

https://paperpile.com/c/3zKglX/g7rnd
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between the algorithms is also less when 

compared with other algorithms. Logistic 

Regression is having the higher Accuracy 

(83.24%) and the decision tree has the 

lowest Accuracy (70.34%).  In Table 3  

One-way ANOVA testing of metrics was 

performed. It compares the study groups of 

algorithms . In Table 4 Multiple 

comparisons of  the algorithms are 

performed with a significance value of p = 

0.05.The Figure 1 shows a bar chart which 

compares the accuracies of all the 

algorithms with mean accuracy on y-axis 

and and the proposed algorithms on x-axis. 

It also produces error bars for the proposed 

algorithms. The standard errors appear less 

in the XGBoost  algorithm. Logistic 

Regression produces higher accuracy with 

better performance.  

 

DISCUSSION 

The analysis and prediction is conducted 

between four groups of machine 

algorithms by varying sample sizes. By 

performing the analysis it is found that the 

proposed Logistic regression algorithm 

performed better in terms of Loan  

approval prediction by achieving better 

accuracy (83.24%) when compared to the 

other machine learning algorithms. 

There are similar findings which proves 

Logistic Regression is better for prediction 

and has better accuracy. The loan approval 

prediction may not depend on a single 

attribute for loan prediction but may 

depend on multiple attributes for decision 

making (G. 2016). The Logistic regression 

Accuracy is 83.24% and the work 

implemented by  (Sheikh, Goel, and 

Kumar 2020) has attained 80.94% of 

accuracy. (Yamashita, Noe, and Bailer 

2012) In this paper they  proposed a 

logistic regression method which is tree-

based, it is used for  identifying fall risk 

factors and the interaction effects that are 

possible because of the risk factors and the 

logistic regression is proven to be 

best.(Dosalwar et al. 2021)In this paper the 

analysis of medical research using 

machine learning techniques is performed 

and Logistic Regression proved to be best 

among the algorithms. There are opposite 

findings, (Goetz 2011) implemented new 

strategies for thinking about health and 

showed Decision Tree as best over 

Logistic Regression. (Kirandeep et al. 

2018) proposed placement  prediction and 

proved Decision Tree is best compared to 

Logistic Regression. 

The key constraint of Logistic Regression 

is to assume the linearity in between the 

variables  which may be dependent or 

independent. The non linear issues cannot 

be tackled by the surface of linear 

decision. Linearly separable data is 

uncommon in real world circumstances. In 

the future by comparing all the variables 

from the dataset the model can predict the 

target variable with less difficulty and can 

be used for the test data, and this target 

variable can be used to predict the 

accuracy. 

 

CONCLUSION 

By performing the analysis of machine 

learning algorithms such as Logistic 

Regression ,Random forest, XGBoost we 

can say logistic regression is best . From 

Fig 1 it proves that Logistic Regression 

has better accuracy than the other 

algorithms which is 83.24% and that it is 

very consistent. All the other algorithms 

performed better ,but Logistic Regression 

outperformed the other algorithms with 

higher accuracy. 
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TABLES AND FIGURES 

Table 1.  Comparison for Accuracy achieved during the evaluation of LR, DF, RF and XG 

for novel loan prediction with different iterations. 

    

Samples 

                   Accuracy (%) 

 LR    RF   XG  DF 

1 83.24 78.27 82.16 70.01 
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2 85.76 75.23 81.70 69.91 

3 80.24 84.33 77.80 75.60 

4 80.45 75.77 81.90 64.70 

5 86.55 77.00 80.92 71.49 

 

Table 2. Statistical Analysis of Mean, Standard Deviation, and Standard Error and Accuracy 

of LR, RT, XG, and DT algorithms. . Logistic Regression had the higher Accuracy (83.24%). 

Decision Tree had the lowest Accuracy (70.34%).The Standard error is also less in XGBoost 

when compared with other algorithms. 

 Algori

thm 

N Mean Std.Devi

ation 

Std.Err

or 

Mean 

95% Confidence 

Interval for Mean

  

Minim

um 

 

Maxim

um 

 

Upper Lower 

 

 

 

Accuracy  

 

LR 

 

RF 

 

XG 

 

DT 

 

Total 

5 

 

5 

 

5 

 

5 

 

20 

83.2480 

 

78.1200 

 

80.8960 

 

70.3420 

 

78.1515 

2.91934 

 

3.66455 

 

1.79150 

 

3.80912 

 

5.77753 

1.30557 

 

1.63883 

 

.80118 

 

1.74776 

 

1.29189 

79.623 

 

73.569 

 

78.6716 

 

65.4894 

 

75.5575 

86.8728 

 

82.6701 

 

83.1204 

 

75.1946 

 

80.8555 

80.24 

 

75.23 

 

77.80 

 

64.70 

 

64.70 

86.55 

 

84.33 

 

82.16 

 

75.60 

 

86.55 

 

Table 3. One Way ANOVA Test for the Accuracy metric between groups and within groups 

Accuracy Sum of 

squares 

df Mean square F sig. 

Between Groups 

Within Groups 

Total 

472.479 

161.737 

634.217 

3 

16 

19 

157.493 

10.109 

15.580 .000 

 

Table 4. Multiple comparisons are performed between one algorithm with other remaining 

algorithms and the significance level is compared with value p = 0.05 and with a 95 %  

confidence interval with Post Hoc Tests . 

 

Dependent 

Variable 

(I) 

Algorithm 

(J) 

Algorithm 

Mean 

Differenc

e (I-J) 

Std. 

Error 

 

Sig. 

 

 

95% Confidence 
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Lower 

Bound 

Upper 

Bound 
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Accuracy LR RF 

XG 

DT 

5.12800 

2.35200 

12.90600 

2.01083 

2.01083 

2.01083 

.128 

1.000 

.000 

-9212 

-3.6972 

6.8568 

11.1772 

8.4012 

18.9552 

RF LR 

XG 

DT 

-5.12800 

-2.77600 

7.77800 

2.01083 

2.01083 

2.01083 

.128 

1.000 

.008 

-11.1772 

-8.8252 

1.7288 

.9212 

3.2732 

13.8272 

XG LR 

RF 

DT 

-2.35200 

2.77600 

10.55400 

2.01083 

2.01083 

2.01083 

1.000 

1.000 

.000 

-8.4012 

-3.2732 

4.5048 

3.6972 

8.8252 

16.6032 

DT LR 

RF 

XG 

-12.90600 

-7.77800 

-1055400 

2.01083 

2.01083 

2.01083 

.000 

.008 

.000 

-18.9552 

-13.8272 

-16.6032 

-6.8563 

-1.7288 

-4.5048 

 

 

 
Fig. 1. A bar Graph which compares the  mean accuracy of Logistic Regression, Random 

Forest, XGBoost and Decision Tree algorithms with error bars. The standard errors appear to 

be less in XG Boost algorithm. Logistic Regression has better performance and higher 

accuracy. X-axis: Logistic Regression vs Random Forest vs XGBoost vs Decision Tree. Y-

axis: Mean Accuracy of detection +/-2 SD. 

 

 


