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ABSTRACT 

Aim:The main aim of this research article is to improve the accuracy rate in prediction of house or flat rent 

in metro cities by using Convolutional Neural Network (CNN) in comparison with Naïve Bayes (NB) Classifier. 

Materials & Methods: The data set in this paper utilizes the publicly available Kaggle data set for prediction of 

house or flat rent in metro cities. The sample size of prediction of house or flat rent in metro cities with improved 

accuracy rate was sample 80 (Group 1=40 and Group 2 =40) and calculation is performed utilizing G-power 0.8 

with alpha and beta qualities are 0.05, 0.2 with a confidence interval at 95%. The prediction of house or flat rent in 

metro cities with improved accuracy rate is performed by Convolutional Neural Network (CNN) whereas number of 

samples (N=10) and Naïve Bayes (NB) where number of samples (N=10). Results: The Convolutional Neural 

Network (CNN) classifier has 95.46 higher accuracy rates when compared to the accuracy rate of Naïve Bayes (NB) 

is 89.0. The study has a significance value of p<0.05 i.e. p=0.0332. Conclusion: Convolutional Neural Network 

(CNN) provides the better outcomes in accuracy rate when compared to Naïve Bayes (NB) for prediction of house 

or flat rent in metro cities. 

 

Keywords: Machine Learning, Rent, Metro Cities, Novel Convolutional Neural Network, Naive Bayes,Deep 

Learning. 

 

INTRODUCTION 

Presently, house lease forecast is a 

significant test found in metro urban 

areas(Hilber* 2017). The demand for the 

housing market continues to grow each year 

because of an expansion in populace and 

moving to different urban communities for 

their monetary reason(Wang et al. 2021). 

Forecasting the price of renting a temporary 

home is essential for people who will live 

long but not lastingly and individuals who 

would rather not face any challenge during 

the house development. In this study, a 

novel convolutional neural network (CNN) 

algorithm(Chiu, Chen, and Lee 2021) is 

used for the prediction of house rent in 

urban areas. It provides a summary of 

forecasting markets and, together, the 

current business sectors that form it simpler 

to anticipate the market. Estimating rental 

housing plays an important role in many 

areas of application such as land business, 

https://paperpile.com/c/HVm18Y/Qtwai
https://paperpile.com/c/HVm18Y/DEYah
https://paperpile.com/c/HVm18Y/ZsPR5


Senthil Kumar.R.et.al.,Convolutional Neural Network Prediction of House or Flat Rent in Metro Cities 

Compared to Decision Tree with Improved Accuracy  

 

2651 

financial aspects, banking areas and 

furthermore purchaser and venders(Mohd et 

al. 2020). 

Numerous researchers have presented their 

work on house rent forecast frameworks 

utilizing artificial intelligence calculations 

throughout recent years(Phan 2018; Shahi et 

al., n.d.). IEEE Explore distributed 83 

examination papers, and Google Scholar 

tracked down 128 articles. Singh et 

al.(Singh, Sharma, and Dubey 2020) utilized 

the idea of huge information to foresee 

lodging deal information in Iowa, utilizing 

three models to figure house deal costs: 

regression, random forest and Naive Bayes 

models. Park and Bae(Park and Bae 2015) 

tended to the house cost expectation issue 

considering the lodging information 

accessible for Virginia County. To tackle the 

issue, the researchers have utilized artificial 

intelligence procedures like Naive Bayesian, 

AdaBoost, and RIPPER to forecast a house 

cost grouping model. Limsombunchai et 

al.(Limsombunchai 2004) utilized machine 

learning strategy (Artificial Neural Network) 

to anticipate the benefit of possessing a 

house in New Zealand and observed that 

machine learning technique was better in the 

expectation. Also, Do and Grudnitski(Do 

and Grudnitski 1992) applied the OLS and 

Artificial Neural Network way to deal with 

anticipate the selling cost of single-family 

homes in San Diego, California, the United 

States of America. Their outcomes showed 

that the machine learning strategy 

outflanked the OLS relapses in anticipating 

the housing values. Muhammad Fahmi 

Mukhlishin et.al,(Mukhlishin, Saputra, and 

Wibowo 2017) utilizes a few strategies to 

anticipate the worth of land and house. This 

paper analyzes Artificial Neural Network, 

and K-Nearest Neighbor to track down the 

most proper technique to decide the vender's 

cost. Banerjee D et.al,(Banerjee and Dutta 

2017) acquainted with predicting the 

Housing esteem forecast using machine 

learning Techniques. The performance of 

the proposed method is estimated by the 

four boundaries of accuracy, precision, 

specificity, and sensitivity. The most refered 

to article was(Varma, Sarma, and Doshi 

2018), in Google researcher investigate with 

45 references and 2843 full text 

sees.(Bhavikatti et al. 2021; Karobari et al. 

2021; Shanmugam et al. 2021; Sawant et al. 

2021; Muthukrishnan 2021; Preethi et al. 

2021; Karthigadevi et al. 2021; Bhanu Teja 

et al. 2021; Veerasimman et al. 2021; 

Baskar et al. 2021) 

The significant weakness with the 

Naïve Bayes (NB) technique is that it is 

shaky, implying that a little change in the 

information can prompt an enormous change 

in the construction. They are frequently 

moderately erroneous and take a long 

preparation time on huge datasets. To defeat 

this issue, this paper proposes a novel 

convolutional brain organization (CNN) 

calculation in examination with innocent 

bayes (NB) calculation. The outcome was 

estimated utilizing Precision, Recall and 

Accuracy for assessing the viability of the 

proposed strategy. 

 

MATERIALS AND METHODS 

This work was carried out in the 

laboratory of Artificial Intelligence, 

Department of Computer Science and 

Engineering, Saveetha School of 

Engineering, Saveetha Institute of Medical 

https://paperpile.com/c/HVm18Y/hoUrs
https://paperpile.com/c/HVm18Y/hoUrs
https://paperpile.com/c/HVm18Y/QdTFw+Br6fT
https://paperpile.com/c/HVm18Y/QdTFw+Br6fT
https://paperpile.com/c/HVm18Y/x4mCp
https://paperpile.com/c/HVm18Y/ddsv6
https://paperpile.com/c/HVm18Y/x2Tyl
https://paperpile.com/c/HVm18Y/121t1
https://paperpile.com/c/HVm18Y/121t1
https://paperpile.com/c/HVm18Y/hqNVT
https://paperpile.com/c/HVm18Y/hqNVT
https://paperpile.com/c/HVm18Y/xlGes
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and Technical Sciences,chennai,India. In 

this review, the dataset is gathered from 

nobroker.com. This dataset comprises of 90 

house highlights and 1302 houses with lease 

costs. The database is divided by the amount 

of 75% training and 25% testing. Two sets 

are taken and 10 samples for each sets, 

absolute samples considered are 20. Set 1 

was a Naive Bayes (NB)  calculation and Set 

2 was a novel Convolutional Neural 

Network (CNN) calculation. The result is 

acquired by involving Python programming 

for the forecast of house lease costs. The 

estimation is performed using G-power 0.8 

with alpha and beta characteristics 0.05, 0.2 

with a certainty stretch at 95%. 

 

 Naive Bayes (NB) Algorithm                             

The sample group 1 is the Naive Bayes (NB) 

algorithm is a supervised learning algorithm, 

which is based on Bayes theorem and used 

for solving classification problems. The 

steps involved in the implementation of the 

faster NB algorithm are described as 

follows.Naive Bayes (NB) is a statistical 

classification technique used to solve 

problems concerning classification. It is a 

fast, precise, reliable algorithm and has high 

accuracy and speed on large datasets. Naive 

Bayes implies that the existence of a specific 

characteristic is independent of other 

characteristics being present. For instance, if 

the fruit is orange in color, ten centimeters 

in diameter and round in shape, the fruit 

could be viewed as orange. Every one of 

these properties, both separately and 

autonomously, lead to the likelihood that the 

fruit is orange while paying little regard to 

whether they rely upon one another, and that 

is the reason it is called ' Naive.’ Bayes 

Theorem: The theorem obtains the 

likelihood of an event taking place provided 

that another event has already taken place.  

 

Pseudocode of Naive Bayes (NB) Algorithm 

It’s expressed by the following formula 

P(L|M) – the likelihood of event L 

occurring, given event M has occurred 

P(M|L) – the likelihood of event M 

occurring, given event L has occurred 

P(L) – the likelihood of event L 

P(M) – the likelihood of event M 
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events L and M are independent of one 

another. 

For classification, the Nave Bayesian 

finds the probability for the unknown in any 

given class and selects the class with the 

highest probability. The general and 

standardized real estate characteristics are 

often listed separately from the asking price 

and general description because these 

characteristics are separately listed in a 

structured way, they can be easily compared 

across the whole range of potential houses 

because every house also has its own unique 

characteristics, such as a particular view or 

type of sink, house sellers can provide a 

summary of all the important features of the 

house in the description. 

Novel Convolutional neural network 

The sample preparation group 2 is 

the novel convolutional neural network 

(CNN), which is network architecture for 

deep learning which learns directly from 

data, eliminating the need for manual feature 

extraction. The experimental results show 

that the proposed CNN method has achieved 

better accuracy results. 

Convolutional neural network is a 

type of deep neural network, which have 

neurons, arranged in three dimensions 

namely width, height and depth(LeCun, 

Kavukcuoglu, and Farabet 2010). It 

comprises three main layers, input layer, 

hidden layer and output layer. A CNN can 

have tens to hundreds of hidden layers 

depending on the classification task and the 

amount of data. The hidden layer consists of 

a convolutional layer, rectified linear unit 

(ReLU) layer, pooling layer and fully 

connected layer. All these layers are stacked 

together to build a full Convonet. The CNN 

predicts the housing price through a series of 

transformations and analyses to the input 

layer. First, it transforms the input layer into 

a 4×4 matrix that serves as the data source 

for the first layer of the convolutional layer. 

The input of the first convolutional layer is 

set to: length 2, width 2, height 1 and the 

output thickness of 32. A 2 × 2 × 32 matrix 

is output by the convolutional matrix 

operation and the moving step is set to 1 in 

the first convolution operation. The matrix 

data obtained after the operation in the first 

convolutional layer is used as the data 

source of the second convolutional layer. 

Similarly, the input of the second 

convolutional layer is set to a height of 32, 

the output thickness of 64, and a moving 

step length of 1, and then a 4 × 4 × 64 

matrix data is output after the convolutional 

matrix operation. CNN can well combine 

the processing and storage of the second-

hand house information, and it can 

adaptively learn the sample data intelligently 

with the use of the relevant feature data and 

mathematical algorithm. In addition, CNN 

can deeply grasp the features of objects, so it 

is very suitable to solve the existing 

problems. 

 

Pseudocode for Novel Convolutional neural network 

https://paperpile.com/c/HVm18Y/Kp9w5
https://paperpile.com/c/HVm18Y/Kp9w5
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The calculations run with least 

necessities of equipment are Intel i5, 50-

gigabyte hard plate limit, and 4 gigabytes of 

Random Access Memory and the Software 

is required to run the algorithm on any 

windows operating system with python 

Anaconda Spyder with version 4.1.5. 

Statistical Analysis 

The output is obtained by using 

Python software(Milano 2013). To train 

these datasets, required a monitor with 

resolution of 1024×768 pixels (7th gen, i5, 4 

8GB RAM, 500 GB HDD), and Python 

software with required library functions and 

tool functions. For statistical 

implementation, the software tool used here 

is IBM SPSS(Pallant 2010). The 

independent sample t test was performed to 

find the mean, standard deviation and the 

standard error mean statistical significance 

between the groups, and then comparison of 

the two groups with the SPSS software will 

give the accurate values for the two different 

s which will be utilized with the graph to 

calculate the significant value with 

maximum accuracy value (96.00%), mean 

value (95%) and standard deviation value 

(0.23942). Dependent variables are accuracy 

and independent variables are image size. 

 

RESULTS 

Figure 1 shows the simple bar graph 

for Naïve Bayes (NB) Classifier accuracy 

rate is compared with Convolutional Neural 

Network (CNN) Classifier. The 

Convolutional Neural Network (CNN) 

Classifier is higher in terms of accuracy rate 

96.00 when compared with Naïve Bayes 

(NB) Classifier 93.00. Variable results with 

its standard deviation ranging from 80 lower 

to 90 higher Naïve Bayes (NB) Classifier 

where Convolutional Neural Network 

(CNN) Classifier standard deviation ranging 

from 90 lower to 100 higher. There is a 

significant difference between Naïve Bayes 

(NB) Classifier and Convolutional Neural 

Network (CNN) Classifier (p<0.05 

Independent sample test). X-axis: 

Convolutional Neural Network (CNN) 

Classifier accuracy rate vs Naïve Bayes 

(NB) Classifier Y-axis: Median of accuracy 

rate, for identification of keywords ± 1 SD 

with 95 % CI. 

Table. 1 shows the Evaluation 

Metrics of Comparison of Naïve Bayes (NB) 

and novel Convolutional Neural Network 

(CNN) Classifier. The accuracy rate of 

Naïve Bayes (NB) is 93.00 and 

Convolutional Neural Network (CNN) has 

96.00. In all aspects of parameters 

Convolutional Neural Network (CNN) 

provides better performance compared with 

the Naïve Bayes (NB) of Novel Rent 

Prediction of house or flat rent in metro 

cities with improved accuracy rate. 

https://paperpile.com/c/HVm18Y/Wo9JI
https://paperpile.com/c/HVm18Y/kogRZ
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Table. 2 shows the statistical 

calculation such as Median, standard 

deviation and standard error Median for 

Naïve Bayes (NB) and Convolutional 

Neural Network (CNN). The accuracy rate 

parameter used in the t-test. The mean 

accuracy rate of Naïve Bayes (NB) is 93.00 

and Convolutional Neural Network (CNN) 

is 96.00. The Standard Deviation of Naïve 

Bayes (NB) is 1.02343 and Convolutional 

Neural Network (CNN) is 0.20000. The 

Standard Error Median of Naïve Bayes (NB) 

is 0.82738 and Convolutional Neural 

Network (CNN) is 0.17283.  

Table. 3 displays the statistical 

calculations for independent samples tested 

between Naïve Bayes (NB) and 

Convolutional Neural Network (CNN). The 

statistical calculations for independent 

samples test between Naïve Bayes (NB) and 

Convolutional Neural Network (CNN). 

There exists a statistically significant 

difference between the two groups 

(p=0.0332; p<0.05) with confidence interval 

95%. This independent sample test consists 

of between Naïve Bayes (NB) and 

Convolutional Neural Network (CNN) 

significance as 0.0332, significance 2-

tailed(.000), Mean 

difference(12.983,12.402), standard error 

difference(0.8876,0.6782), and 

lower(11.9284,10.6792) and upper 

(13.7834,12.7732) interval difference. 

 

DISCUSSION 

In this paper, a novel house rent 

forecasting model based on convolutional 

neural network (CNN) and naïve bayes (NB) 

is presented. Compared to the naïve bayes 

(NB) algorithm, CNN is powerful and easy 

to implement. The housing price sample 

data of Chongqing are adopted to study the 

forecasting performance of CNN model 

compared with NB method. The 

experimental results show that CNN has 

higher forecasting accuracy than the NB 

algorithm. In the experimental process, 80% 

of the data are randomly selected as the 

training set and 20% of the data as the 

testing set for each iteration. The whole 

process is repeated ten times and the average 

value is taken as the final result. The loss 

function of the CNN converges and the final 

error arrives at a relatively lower point 

eventually(Srirutchataboon et al. 2021). The 

python software is used to build the CNN 

model in the experimental process. The 

model includes two convolutional layers and 

the Relu function is adopted as the 

activation function, meanwhile the dropout 

method is also engaged to avoid over-fitting. 

Finally, by adjusting the loss function, the 

whole Novel Rent Prediction process is fully 

constructed. The confusion matrix is a 

matrix that maps the predicted outputs 

across actual outputs. It is often used to 

describe the performance of a classification 

model on a set of test data. Important 

metrics were computed from the confusion 

matrix in order to evaluate the classification 

models. In addition to correct classification 

rate or accuracy other metrics that were 

computed for evaluation were True Positive 

(TP), True Negative (TN), False Positive 

(FP), False Negative (FN), Sensitivity, 

Specificity and Accuracy.There exists a 

statistically significant difference between 

the two groups (p=0.0332; p<0.05) with 

confidence interval 95%. 

https://paperpile.com/c/HVm18Y/KRp0n
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 Many house rent Novel Rent 

Prediction systems have been developed 

over the past decades. P. Durganjali, et 

al.(Durganjali and Pujitha 2019), proposed a 

house resale price Novel Rent Prediction 

using classification algorithms. In this paper, 

the resale price Novel Rent Prediction of the 

house is done using different classification 

algorithms like Logistic regression, Decision 

tree, Naive Bayes and Random forest is used 

and we use AdaBoost algorithm for boosting 

up the weak learners to strong learners. Lee 

and Park(C. Lee and Park 2020), who used 

the Bayesian neural network as a tool to 

measure the uncertainty in property 

valuation, and Liu et al.(Liu et al. 2020), 

who predicted the property price using a 

pre-trained CNN model based on 

neighboring data samples. It has shown 

accuracy of about 92.38%. H Lee(H. Lee et 

al. 2020) proposed the Novel Rent 

Prediction and factors of apartment prices in 

Seoul using a convolutional neural networks 

(CNN) model that has shown excellent 

performance as a predictive model of image 

data and provides an accuracy rate of 94.7%. 

Y Chen(Chen, Xue, and Zhang 2021) 

proposed an effective model of house price 

Novel Rent Prediction based on machine 

learning and deep learning methods and 

achieved an accuracy rate of 96%  

The limitation of the proposed CNN 

method is a multi-stage model, where each 

stage is an independent component. Thus, it 

cannot be trained end-to-end. The 

convolutional neural network algorithm 

helps to fulfill customers by increasing the 

accuracy of estate choice and reducing the 

risk of investing in an estate. A lot of 

features that could be added to make the 

system more widely acceptable. One of the 

major future scopes is adding an estate 

database of more cities which will provide 

the user to explore more estates and reach an 

accurate decision. More factors like 

recession that affect the house prices shall 

be added. In-depth details of every property 

will be added to provide ample details of a 

desired estate. This will help the system to 

run on a larger level. 

 

CONCLUSION 

The proposed model exhibits the 

Naïve Bayes (NB) and Convolutional 

Neural Network (CNN), in which the 

Convolutional Neural Network (CNN) has 

the highest values. The accuracy Rate of 

Convolutional Neural Network (CNN) is 

96.00 is higher compared with Naïve Bayes 

(NB) that has an accuracy rate of 93.00 in 

analysis of Novel Rent Prediction of house 

or flat rent in metro cities with improved 

accuracy rate 

 

DECLARATION 

Conflicts of Interest 

No conflict of interest in this manuscript 

Authors Contributions 

Author KSR was involved in data 

collection, data analysis & manuscript 

writing. Author TV was involved in 

conceptualization, data validation, and 

critical review of manuscripts. 

Acknowledgment 

The authors would like to express their 

gratitude towards Saveetha School of 

Engineering, Saveetha Institute of 

Medical and Technical Sciences 

(Formerly known as Saveetha University) 

for successfully carrying out this work. 

https://paperpile.com/c/HVm18Y/7X0Gm
https://paperpile.com/c/HVm18Y/wiVyh
https://paperpile.com/c/HVm18Y/qaX3B
https://paperpile.com/c/HVm18Y/vPzfa
https://paperpile.com/c/HVm18Y/vPzfa
https://paperpile.com/c/HVm18Y/iMMQ


Senthil Kumar.R.et.al.,Convolutional Neural Network Prediction of House or Flat Rent in Metro Cities 

Compared to Decision Tree with Improved Accuracy  

 

2657 

Funding: We thank the following 

organizations for providing financial 

support that enabled us to complete the 

study. 

1.Sri Cube Innovations Pvt Ltd,vijayawada. 

2.Saveetha University. 

3.Saveetha Institute of Medical and 

Technical Sciences. 

4.Saveetha School of Engineering. 

 

REFERENCES 

1. Banerjee, Debanjan, and Suchibrota 

Dutta. 2017. “Predicting the Housing 

Price Direction Using Machine Learning 

Techniques.” In 2017 IEEE 

International Conference on Power, 

Control, Signals and Instrumentation 

Engineering (ICPCSI), 2998–3000. 

2. Baskar, M., R. Renuka Devi, J. 

Ramkumar, P. Kalyanasundaram, M. 

Suchithra, and B. Amutha. 2021. 

“Region Centric Minutiae Propagation 

Measure Orient Forgery Detection with 

Finger Print Analysis in Health Care 

Systems.” Neural Processing Letters, 

January. https://doi.org/10.1007/s11063-

020-10407-4. 

3. Bhanu Teja, N., Yuvarajan Devarajan, 

Ruby Mishra, S. Sivasaravanan, and D. 

Thanikaivel Murugan. 2021. “Detailed 

Analysis on Sterculia Foetida Kernel Oil 

as Renewable Fuel in Compression 

Ignition Engine.” Biomass Conversion 

and Biorefinery, February. 

https://doi.org/10.1007/s13399-021-

01328-w. 

4. Bhavikatti, Shaeesta Khaleelahmed, 

Mohmed Isaqali Karobari, Siti Lailatul 

Akmar Zainuddin, Anand Marya, 

Sameer J. Nadaf, Vijay J. Sawant, 

Sandeep B. Patil, Adith Venugopal, 

Pietro Messina, and Giuseppe 

Alessandro Scardina. 2021. 

“Investigating the Antioxidant and 

Cytocompatibility of Mimusops Elengi 

Linn Extract over Human Gingival 

Fibroblast Cells.” International Journal 

of Environmental Research and Public 

Health 18 (13). 

https://doi.org/10.3390/ijerph18137162. 

5. Chen, Yihao, Runtian Xue, and Yu 

Zhang. 2021. “House Price Prediction 

Based on Machine Learning and Deep 

Learning Methods.” In 2021 

International Conference on Electronic 

Information Engineering and Computer 

Science (EIECS), 699–702. 

ieeexplore.ieee.org. 

6. Chiu, Sheng-Min, Yi-Chung Chen, and 

Chiang Lee. 2021. “Estate Price 

Prediction System Based on Temporal 

and Spatial Features and Lightweight 

Deep Learning Model.” Applied 

Intelligence, 1–27. 

7. Do, A. Quang, and Gary Grudnitski. 

1992. “A Neural Network Approach to 

Residential Property Appraisal.” The 

Real Estate Appraiser 58 (3): 38–45. 

8. Durganjali, P., and M. Vani Pujitha. 

2019. “House Resale Price Prediction 

Using Classification Algorithms.” In 

2019 International Conference on Smart 

Structures and Systems (ICSSS), 1–4. 

9. Hilber*, Christian A. L. 2017. “The 

Economic Implications of House Price 

Capitalization: A Synthesis.” Real Estate 

Economics 45 (2): 301–39. 

10. Karobari, Mohmed Isaqali, Syed Nahid 

Basheer, Fazlur Rahman Sayed, Sufiyan 

Shaikh, Muhammad Atif Saleem 

http://paperpile.com/b/HVm18Y/xlGes
http://paperpile.com/b/HVm18Y/xlGes
http://paperpile.com/b/HVm18Y/xlGes
http://paperpile.com/b/HVm18Y/xlGes
http://paperpile.com/b/HVm18Y/xlGes
http://paperpile.com/b/HVm18Y/xlGes
http://paperpile.com/b/HVm18Y/xlGes
http://paperpile.com/b/HVm18Y/xlGes
http://paperpile.com/b/HVm18Y/xlGes
http://paperpile.com/b/HVm18Y/RH7y6
http://paperpile.com/b/HVm18Y/RH7y6
http://paperpile.com/b/HVm18Y/RH7y6
http://paperpile.com/b/HVm18Y/RH7y6
http://paperpile.com/b/HVm18Y/RH7y6
http://paperpile.com/b/HVm18Y/RH7y6
http://paperpile.com/b/HVm18Y/RH7y6
http://paperpile.com/b/HVm18Y/RH7y6
http://paperpile.com/b/HVm18Y/RH7y6
http://paperpile.com/b/HVm18Y/RH7y6
http://dx.doi.org/10.1007/s11063-020-10407-4
http://dx.doi.org/10.1007/s11063-020-10407-4
http://paperpile.com/b/HVm18Y/RH7y6
http://paperpile.com/b/HVm18Y/aBFYX
http://paperpile.com/b/HVm18Y/aBFYX
http://paperpile.com/b/HVm18Y/aBFYX
http://paperpile.com/b/HVm18Y/aBFYX
http://paperpile.com/b/HVm18Y/aBFYX
http://paperpile.com/b/HVm18Y/aBFYX
http://paperpile.com/b/HVm18Y/aBFYX
http://paperpile.com/b/HVm18Y/aBFYX
http://paperpile.com/b/HVm18Y/aBFYX
http://paperpile.com/b/HVm18Y/aBFYX
http://dx.doi.org/10.1007/s13399-021-01328-w
http://dx.doi.org/10.1007/s13399-021-01328-w
http://paperpile.com/b/HVm18Y/aBFYX
http://paperpile.com/b/HVm18Y/KzZ4h
http://paperpile.com/b/HVm18Y/KzZ4h
http://paperpile.com/b/HVm18Y/KzZ4h
http://paperpile.com/b/HVm18Y/KzZ4h
http://paperpile.com/b/HVm18Y/KzZ4h
http://paperpile.com/b/HVm18Y/KzZ4h
http://paperpile.com/b/HVm18Y/KzZ4h
http://paperpile.com/b/HVm18Y/KzZ4h
http://paperpile.com/b/HVm18Y/KzZ4h
http://paperpile.com/b/HVm18Y/KzZ4h
http://paperpile.com/b/HVm18Y/KzZ4h
http://paperpile.com/b/HVm18Y/KzZ4h
http://paperpile.com/b/HVm18Y/KzZ4h
http://paperpile.com/b/HVm18Y/KzZ4h
http://paperpile.com/b/HVm18Y/KzZ4h
http://paperpile.com/b/HVm18Y/KzZ4h
http://dx.doi.org/10.3390/ijerph18137162
http://paperpile.com/b/HVm18Y/KzZ4h
http://paperpile.com/b/HVm18Y/iMMQ
http://paperpile.com/b/HVm18Y/iMMQ
http://paperpile.com/b/HVm18Y/iMMQ
http://paperpile.com/b/HVm18Y/iMMQ
http://paperpile.com/b/HVm18Y/iMMQ
http://paperpile.com/b/HVm18Y/iMMQ
http://paperpile.com/b/HVm18Y/iMMQ
http://paperpile.com/b/HVm18Y/iMMQ
http://paperpile.com/b/HVm18Y/iMMQ
http://paperpile.com/b/HVm18Y/iMMQ
http://paperpile.com/b/HVm18Y/ZsPR5
http://paperpile.com/b/HVm18Y/ZsPR5
http://paperpile.com/b/HVm18Y/ZsPR5
http://paperpile.com/b/HVm18Y/ZsPR5
http://paperpile.com/b/HVm18Y/ZsPR5
http://paperpile.com/b/HVm18Y/ZsPR5
http://paperpile.com/b/HVm18Y/ZsPR5
http://paperpile.com/b/HVm18Y/ZsPR5
http://paperpile.com/b/HVm18Y/121t1
http://paperpile.com/b/HVm18Y/121t1
http://paperpile.com/b/HVm18Y/121t1
http://paperpile.com/b/HVm18Y/121t1
http://paperpile.com/b/HVm18Y/121t1
http://paperpile.com/b/HVm18Y/121t1
http://paperpile.com/b/HVm18Y/7X0Gm
http://paperpile.com/b/HVm18Y/7X0Gm
http://paperpile.com/b/HVm18Y/7X0Gm
http://paperpile.com/b/HVm18Y/7X0Gm
http://paperpile.com/b/HVm18Y/7X0Gm
http://paperpile.com/b/HVm18Y/7X0Gm
http://paperpile.com/b/HVm18Y/7X0Gm
http://paperpile.com/b/HVm18Y/Qtwai
http://paperpile.com/b/HVm18Y/Qtwai
http://paperpile.com/b/HVm18Y/Qtwai
http://paperpile.com/b/HVm18Y/Qtwai
http://paperpile.com/b/HVm18Y/Qtwai
http://paperpile.com/b/HVm18Y/Qtwai
http://paperpile.com/b/HVm18Y/jXPd4
http://paperpile.com/b/HVm18Y/jXPd4
http://paperpile.com/b/HVm18Y/jXPd4


Journal of Survey in Fisheries Sciences               10(1S) 2650-2662 2023 

 

2658 
 

Agwan, Anand Marya, Pietro Messina, 

and Giuseppe Alessandro Scardina. 

2021. “An In Vitro Stereomicroscopic 

Evaluation of Bioactivity between Neo 

MTA Plus, Pro Root MTA, 

BIODENTINE & Glass Ionomer 

Cement Using Dye Penetration 

Method.” Materials 14 (12). 

https://doi.org/10.3390/ma14123159. 

11. Karthigadevi, Guruviah, 

Sivasubramanian Manikandan, 

Natchimuthu Karmegam, Ramasamy 

Subbaiya, Sivasankaran Chozhavendhan, 

Balasubramani Ravindran, Soon Woong 

Chang, and Mukesh Kumar Awasthi. 

2021. “Chemico-Nanotreatment 

Methods for the Removal of Persistent 

Organic Pollutants and Xenobiotics in 

Water - A Review.” Bioresource 

Technology 324 (March): 124678. 

12. LeCun, Yann, Koray Kavukcuoglu, and 

Clement Farabet. 2010. “Convolutional 

Networks and Applications in Vision.” 

Proceedings of 2010 IEEE International 

Symposium on Circuits and Systems. 

https://doi.org/10.1109/iscas.2010.55379

07. 

13. Lee, Changro, and Keith Key-Ho Park. 

2020. “Representing Uncertainty in 

Property Valuation through a Bayesian 

Deep Learning Approach.” Real Estate 

Management and Valuation 28 (4): 15–

23. 

14. Lee, Hyunjae, Donghui Son, Sujin Kim, 

Sein Oh, and Jaejik Kim. 2020. 

“Prediction and factors of Seoul 

apartment price using convolutional 

neural networks.” Korean Journal of 

Applied Statistics. Ungyong T’ongkye 

Yonku 33 (5): 603–14. 

15. Limsombunchai, Visit. 2004. “House 

Price Prediction: Hedonic Price Model 

vs. Artificial Neural Network.” In New 

Zealand Agricultural and Resource 

Economics Society Conference, 25–26. 

16. Liu, Rong, Yan Liu, Yonggang Yan, and 

Jing-Yan Wang. 2020. “Iterative Deep 

Neighborhood: A Deep Learning Model 

Which Involves Both Input Data Points 

and Their Neighbors.” Computational 

Intelligence and Neuroscience 2020 

(January): 9868017. 

17. Milano, Federico. 2013. “A Python-

Based Software Tool for Power System 

Analysis.” In 2013 IEEE Power Energy 

Society General Meeting, 1–5. 

18. Mohd, Thuraiya, Nur Syafiqah Jamil, 

Noraini Johari, Lizawati Abdullah, and 

Suraya Masrom. 2020. “An Overview of 

Real Estate Modelling Techniques for 

House Price Prediction.” In Charting a 

Sustainable Future of ASEAN in 

Business and Social Sciences, 321–38. 

Springer, Singapore. 

19. Mukhlishin, Muhammad Fahmi, Ragil 

Saputra, and Adi Wibowo. 2017. 

“Predicting House Sale Price Using 

Fuzzy Logic, Artificial Neural Network 

and K-Nearest Neighbor.” In 2017 1st 

International Conference on Informatics 

and Computational Sciences (ICICoS), 

171–76. 

20. Muthukrishnan, Lakshmipathy. 2021. 

“Nanotechnology for Cleaner Leather 

Production: A Review.” Environmental 

Chemistry Letters 19 (3): 2527–49. 

21. Pallant, Julie. 2010. “SPSS Survaival 

Manual: A Step by Step Guide to Data 

Analysis Using SPSS.” McGraw-Hill 

Education. 

http://paperpile.com/b/HVm18Y/jXPd4
http://paperpile.com/b/HVm18Y/jXPd4
http://paperpile.com/b/HVm18Y/jXPd4
http://paperpile.com/b/HVm18Y/jXPd4
http://paperpile.com/b/HVm18Y/jXPd4
http://paperpile.com/b/HVm18Y/jXPd4
http://paperpile.com/b/HVm18Y/jXPd4
http://paperpile.com/b/HVm18Y/jXPd4
http://paperpile.com/b/HVm18Y/jXPd4
http://paperpile.com/b/HVm18Y/jXPd4
http://paperpile.com/b/HVm18Y/jXPd4
http://dx.doi.org/10.3390/ma14123159
http://paperpile.com/b/HVm18Y/jXPd4
http://paperpile.com/b/HVm18Y/CceXV
http://paperpile.com/b/HVm18Y/CceXV
http://paperpile.com/b/HVm18Y/CceXV
http://paperpile.com/b/HVm18Y/CceXV
http://paperpile.com/b/HVm18Y/CceXV
http://paperpile.com/b/HVm18Y/CceXV
http://paperpile.com/b/HVm18Y/CceXV
http://paperpile.com/b/HVm18Y/CceXV
http://paperpile.com/b/HVm18Y/CceXV
http://paperpile.com/b/HVm18Y/CceXV
http://paperpile.com/b/HVm18Y/CceXV
http://paperpile.com/b/HVm18Y/CceXV
http://paperpile.com/b/HVm18Y/CceXV
http://paperpile.com/b/HVm18Y/Kp9w5
http://paperpile.com/b/HVm18Y/Kp9w5
http://paperpile.com/b/HVm18Y/Kp9w5
http://paperpile.com/b/HVm18Y/Kp9w5
http://paperpile.com/b/HVm18Y/Kp9w5
http://paperpile.com/b/HVm18Y/Kp9w5
http://paperpile.com/b/HVm18Y/Kp9w5
http://paperpile.com/b/HVm18Y/Kp9w5
http://dx.doi.org/10.1109/iscas.2010.5537907
http://dx.doi.org/10.1109/iscas.2010.5537907
http://paperpile.com/b/HVm18Y/Kp9w5
http://paperpile.com/b/HVm18Y/wiVyh
http://paperpile.com/b/HVm18Y/wiVyh
http://paperpile.com/b/HVm18Y/wiVyh
http://paperpile.com/b/HVm18Y/wiVyh
http://paperpile.com/b/HVm18Y/wiVyh
http://paperpile.com/b/HVm18Y/wiVyh
http://paperpile.com/b/HVm18Y/wiVyh
http://paperpile.com/b/HVm18Y/wiVyh
http://paperpile.com/b/HVm18Y/vPzfa
http://paperpile.com/b/HVm18Y/vPzfa
http://paperpile.com/b/HVm18Y/vPzfa
http://paperpile.com/b/HVm18Y/vPzfa
http://paperpile.com/b/HVm18Y/vPzfa
http://paperpile.com/b/HVm18Y/vPzfa
http://paperpile.com/b/HVm18Y/vPzfa
http://paperpile.com/b/HVm18Y/vPzfa
http://paperpile.com/b/HVm18Y/vPzfa
http://paperpile.com/b/HVm18Y/x2Tyl
http://paperpile.com/b/HVm18Y/x2Tyl
http://paperpile.com/b/HVm18Y/x2Tyl
http://paperpile.com/b/HVm18Y/x2Tyl
http://paperpile.com/b/HVm18Y/x2Tyl
http://paperpile.com/b/HVm18Y/x2Tyl
http://paperpile.com/b/HVm18Y/x2Tyl
http://paperpile.com/b/HVm18Y/qaX3B
http://paperpile.com/b/HVm18Y/qaX3B
http://paperpile.com/b/HVm18Y/qaX3B
http://paperpile.com/b/HVm18Y/qaX3B
http://paperpile.com/b/HVm18Y/qaX3B
http://paperpile.com/b/HVm18Y/qaX3B
http://paperpile.com/b/HVm18Y/qaX3B
http://paperpile.com/b/HVm18Y/qaX3B
http://paperpile.com/b/HVm18Y/qaX3B
http://paperpile.com/b/HVm18Y/Wo9JI
http://paperpile.com/b/HVm18Y/Wo9JI
http://paperpile.com/b/HVm18Y/Wo9JI
http://paperpile.com/b/HVm18Y/Wo9JI
http://paperpile.com/b/HVm18Y/Wo9JI
http://paperpile.com/b/HVm18Y/Wo9JI
http://paperpile.com/b/HVm18Y/hoUrs
http://paperpile.com/b/HVm18Y/hoUrs
http://paperpile.com/b/HVm18Y/hoUrs
http://paperpile.com/b/HVm18Y/hoUrs
http://paperpile.com/b/HVm18Y/hoUrs
http://paperpile.com/b/HVm18Y/hoUrs
http://paperpile.com/b/HVm18Y/hoUrs
http://paperpile.com/b/HVm18Y/hoUrs
http://paperpile.com/b/HVm18Y/hoUrs
http://paperpile.com/b/HVm18Y/hoUrs
http://paperpile.com/b/HVm18Y/hqNVT
http://paperpile.com/b/HVm18Y/hqNVT
http://paperpile.com/b/HVm18Y/hqNVT
http://paperpile.com/b/HVm18Y/hqNVT
http://paperpile.com/b/HVm18Y/hqNVT
http://paperpile.com/b/HVm18Y/hqNVT
http://paperpile.com/b/HVm18Y/hqNVT
http://paperpile.com/b/HVm18Y/hqNVT
http://paperpile.com/b/HVm18Y/hqNVT
http://paperpile.com/b/HVm18Y/hqNVT
http://paperpile.com/b/HVm18Y/zM1AI
http://paperpile.com/b/HVm18Y/zM1AI
http://paperpile.com/b/HVm18Y/zM1AI
http://paperpile.com/b/HVm18Y/zM1AI
http://paperpile.com/b/HVm18Y/zM1AI
http://paperpile.com/b/HVm18Y/zM1AI
http://paperpile.com/b/HVm18Y/kogRZ
http://paperpile.com/b/HVm18Y/kogRZ
http://paperpile.com/b/HVm18Y/kogRZ
http://paperpile.com/b/HVm18Y/kogRZ


Senthil Kumar.R.et.al.,Convolutional Neural Network Prediction of House or Flat Rent in Metro Cities 

Compared to Decision Tree with Improved Accuracy  

 

2659 

http://dspace.uniten.edu.my/handle/1234

56789/17829. 

22. Park, Byeonghwa, and Jae Kwon Bae. 

2015. “Using Machine Learning 

Algorithms for Housing Price 

Prediction: The Case of Fairfax County, 

Virginia Housing Data.” Expert Systems 

with Applications 42 (6): 2928–34. 

23. Phan, The Danh. 2018. “Housing Price 

Prediction Using Machine Learning 

Algorithms: The Case of Melbourne 

City, Australia.” In 2018 International 

Conference on Machine Learning and 

Data Engineering (iCMLDE), 35–42. 

24. Preethi, K. Auxzilia, K. Auxzilia Preethi, 

Ganesh Lakshmanan, and Durairaj 

Sekar. 2021. “Antagomir Technology in 

the Treatment of Different Types of 

Cancer.” Epigenomics. 

https://doi.org/10.2217/epi-2020-0439. 

25. Sawant, Kashmira, Ajinkya M. Pawar, 

Kulvinder Singh Banga, Ricardo 

Machado, Mohmed Isaqali Karobari, 

Anand Marya, Pietro Messina, and 

Giuseppe Alessandro Scardina. 2021. 

“Dentinal Microcracks after Root Canal 

Instrumentation Using Instruments 

Manufactured with Different NiTi 

Alloys and the SAF System: A 

Systematic Review.” NATO Advanced 

Science Institutes Series E: Applied 

Sciences 11 (11): 4984. 

26. Shahi, Shahrokh, Zichen Wang, 

Wenqing Shen, Yixing Li, Dong Gao, 

and Xiangyi Yan. n.d. “House Price 

Prediction in Atlanta.” Sshahi.com. 

https://www.sshahi.com/assets/pdf/shahi

_report_final.pdf. 

27. Shanmugam, Vigneshwaran, Rhoda 

Afriyie Mensah, Michael Försth, Gabriel 

Sas, Ágoston Restás, Cyrus Addy, Qiang 

Xu, et al. 2021. “Circular Economy in 

Biocomposite Development: State-of-

the-Art, Challenges and Emerging 

Trends.” Composites Part C: Open 

Access 5 (July): 100138. 

28. Singh, Archana, Apoorva Sharma, and 

Gaurav Dubey. 2020. “Big Data 

Analytics Predicting Real Estate Prices.” 

International Journal of System 

Assurance Engineering and 

Management 11 (S2): 208–19. 

29. Srirutchataboon, Gan, Saranpat 

Prasertthum, Ekapol Chuangsuwanich, 

Ploy N. Pratanwanich, and Chotirat 

Ratanamahatana. 2021. “Stacking 

Ensemble Learning for Housing Price 

Prediction: A Case Study in Thailand.” 

In 2021 13th International Conference 

on Knowledge and Smart Technology 

(KST), 73–77. ieeexplore.ieee.org. 

30. Varma, A., A. Sarma, and S. Doshi. 

2018. “House Price Prediction Using 

Machine Learning and Neural 

Networks.” 2018 Second International. 

https://ieeexplore.ieee.org/abstract/docu

ment/8473231/. 

31. Veerasimman, Arumugaprabu, 

Vigneshwaran Shanmugam, 

Sundarakannan Rajendran, Deepak Joel 

Johnson, Ajith Subbiah, John Koilpichai, 

and Uthayakumar Marimuthu. 2021. 

“Thermal Properties of Natural Fiber 

Sisal Based Hybrid Composites – A 

Brief Review.” Journal of Natural 

Fibers, January, 1–11. 

32. Wang, Pei-Ying, Chiao-Ting Chen, Jain-

Wun Su, Ting-Yun Wang, and Szu-Hao 

Huang. 2021. “Deep Learning Model for 

House Price Prediction Using 

http://dspace.uniten.edu.my/handle/123456789/17829
http://dspace.uniten.edu.my/handle/123456789/17829
http://paperpile.com/b/HVm18Y/kogRZ
http://paperpile.com/b/HVm18Y/ddsv6
http://paperpile.com/b/HVm18Y/ddsv6
http://paperpile.com/b/HVm18Y/ddsv6
http://paperpile.com/b/HVm18Y/ddsv6
http://paperpile.com/b/HVm18Y/ddsv6
http://paperpile.com/b/HVm18Y/ddsv6
http://paperpile.com/b/HVm18Y/ddsv6
http://paperpile.com/b/HVm18Y/ddsv6
http://paperpile.com/b/HVm18Y/QdTFw
http://paperpile.com/b/HVm18Y/QdTFw
http://paperpile.com/b/HVm18Y/QdTFw
http://paperpile.com/b/HVm18Y/QdTFw
http://paperpile.com/b/HVm18Y/QdTFw
http://paperpile.com/b/HVm18Y/QdTFw
http://paperpile.com/b/HVm18Y/QdTFw
http://paperpile.com/b/HVm18Y/QdTFw
http://paperpile.com/b/HVm18Y/VKYIu
http://paperpile.com/b/HVm18Y/VKYIu
http://paperpile.com/b/HVm18Y/VKYIu
http://paperpile.com/b/HVm18Y/VKYIu
http://paperpile.com/b/HVm18Y/VKYIu
http://paperpile.com/b/HVm18Y/VKYIu
http://paperpile.com/b/HVm18Y/VKYIu
http://paperpile.com/b/HVm18Y/VKYIu
http://dx.doi.org/10.2217/epi-2020-0439
http://paperpile.com/b/HVm18Y/VKYIu
http://paperpile.com/b/HVm18Y/KQhqc
http://paperpile.com/b/HVm18Y/KQhqc
http://paperpile.com/b/HVm18Y/KQhqc
http://paperpile.com/b/HVm18Y/KQhqc
http://paperpile.com/b/HVm18Y/KQhqc
http://paperpile.com/b/HVm18Y/KQhqc
http://paperpile.com/b/HVm18Y/KQhqc
http://paperpile.com/b/HVm18Y/KQhqc
http://paperpile.com/b/HVm18Y/KQhqc
http://paperpile.com/b/HVm18Y/KQhqc
http://paperpile.com/b/HVm18Y/KQhqc
http://paperpile.com/b/HVm18Y/KQhqc
http://paperpile.com/b/HVm18Y/KQhqc
http://paperpile.com/b/HVm18Y/KQhqc
http://paperpile.com/b/HVm18Y/Br6fT
http://paperpile.com/b/HVm18Y/Br6fT
http://paperpile.com/b/HVm18Y/Br6fT
http://paperpile.com/b/HVm18Y/Br6fT
http://paperpile.com/b/HVm18Y/Br6fT
http://paperpile.com/b/HVm18Y/Br6fT
http://paperpile.com/b/HVm18Y/Br6fT
https://www.sshahi.com/assets/pdf/shahi_report_final.pdf
https://www.sshahi.com/assets/pdf/shahi_report_final.pdf
http://paperpile.com/b/HVm18Y/Br6fT
http://paperpile.com/b/HVm18Y/KiJGe
http://paperpile.com/b/HVm18Y/KiJGe
http://paperpile.com/b/HVm18Y/KiJGe
http://paperpile.com/b/HVm18Y/KiJGe
http://paperpile.com/b/HVm18Y/KiJGe
http://paperpile.com/b/HVm18Y/KiJGe
http://paperpile.com/b/HVm18Y/KiJGe
http://paperpile.com/b/HVm18Y/KiJGe
http://paperpile.com/b/HVm18Y/KiJGe
http://paperpile.com/b/HVm18Y/KiJGe
http://paperpile.com/b/HVm18Y/x4mCp
http://paperpile.com/b/HVm18Y/x4mCp
http://paperpile.com/b/HVm18Y/x4mCp
http://paperpile.com/b/HVm18Y/x4mCp
http://paperpile.com/b/HVm18Y/x4mCp
http://paperpile.com/b/HVm18Y/x4mCp
http://paperpile.com/b/HVm18Y/x4mCp
http://paperpile.com/b/HVm18Y/x4mCp
http://paperpile.com/b/HVm18Y/KRp0n
http://paperpile.com/b/HVm18Y/KRp0n
http://paperpile.com/b/HVm18Y/KRp0n
http://paperpile.com/b/HVm18Y/KRp0n
http://paperpile.com/b/HVm18Y/KRp0n
http://paperpile.com/b/HVm18Y/KRp0n
http://paperpile.com/b/HVm18Y/KRp0n
http://paperpile.com/b/HVm18Y/KRp0n
http://paperpile.com/b/HVm18Y/KRp0n
http://paperpile.com/b/HVm18Y/KRp0n
http://paperpile.com/b/HVm18Y/KRp0n
http://paperpile.com/b/HVm18Y/sNDxY
http://paperpile.com/b/HVm18Y/sNDxY
http://paperpile.com/b/HVm18Y/sNDxY
http://paperpile.com/b/HVm18Y/sNDxY
http://paperpile.com/b/HVm18Y/sNDxY
http://paperpile.com/b/HVm18Y/sNDxY
http://paperpile.com/b/HVm18Y/sNDxY
https://ieeexplore.ieee.org/abstract/document/8473231/
https://ieeexplore.ieee.org/abstract/document/8473231/
http://paperpile.com/b/HVm18Y/sNDxY
http://paperpile.com/b/HVm18Y/nyOHz
http://paperpile.com/b/HVm18Y/nyOHz
http://paperpile.com/b/HVm18Y/nyOHz
http://paperpile.com/b/HVm18Y/nyOHz
http://paperpile.com/b/HVm18Y/nyOHz
http://paperpile.com/b/HVm18Y/nyOHz
http://paperpile.com/b/HVm18Y/nyOHz
http://paperpile.com/b/HVm18Y/nyOHz
http://paperpile.com/b/HVm18Y/nyOHz
http://paperpile.com/b/HVm18Y/nyOHz
http://paperpile.com/b/HVm18Y/nyOHz
http://paperpile.com/b/HVm18Y/DEYah
http://paperpile.com/b/HVm18Y/DEYah
http://paperpile.com/b/HVm18Y/DEYah
http://paperpile.com/b/HVm18Y/DEYah


Journal of Survey in Fisheries Sciences               10(1S) 2650-2662 2023 

 

2660 
 

Heterogeneous Data Analysis Along 

With Joint Self-Attention Mechanism.” 

IEEE Access 9: 55244–59. 

 

 

TABLES AND FIGURES 

Table 1. Comparison of Naïve Bayes (NB) and Convolutional Neural Network (CNN) Classifier 

for predicting the Novel Rent Prediction of house or flat rent in metro cities with improved 

accuracy rate. The accuracy rate of Naïve Bayes (NB) is 93.00 and Convolutional Neural 

Network (CNN) has 96.00.  

SI.No. Test Size 
Convolutional Neural 

Network (CNN) Classifier 
Naïve Bayes (NB) Classifier 

1 530              93.12            87.11 

2 560              93.17            87.19 

3 590              93.23            87.31 

4 620              93.29            87.53 

5 650              94.05            87.85 

6 680              94.12            88. 32  

7 710              94.39            88.68 

8 740              95.09            88.78 

9 770              95.12            88.88   

10 800              96.00            93.00 

 

Table. 2. The statistical calculation such as Median, standard deviation and standard error 

Median for Naïve Bayes (NB) and Convolutional Neural Network (CNN). The accuracy rate 

parameter used in the t-test. The mean accuracy rate of Naïve Bayes (NB) is 93.00 and 

Convolutional Neural Network (CNN) is 96.00. The Standard Deviation of Naïve Bayes (NB) is 

1.02343 and Convolutional Neural Network (CNN) is 0.20000. The Standard Error Median of 

Naïve Bayes (NB) is 0.82738 and Convolutional Neural Network (CNN) is 0.17283.  

Group N Mean 
Standard 

Deviation 

Standard 

Error Mean 

 

ACCURACY 

CONVOLUTIONAL 

NEURAL NETWORK (CNN) 
10 96.00 0.20000 0.17283 

http://paperpile.com/b/HVm18Y/DEYah
http://paperpile.com/b/HVm18Y/DEYah
http://paperpile.com/b/HVm18Y/DEYah
http://paperpile.com/b/HVm18Y/DEYah
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NAIVE BAYES (NB) 10 93.00 1.02343 0.82738 

 

Table 3. The statistical calculations for independent samples test between Naïve Bayes (NB) and 

Convolutional Neural Network (CNN). There exists a statistically significant difference between 

the two groups (p=0.0332; p<0.05) with confidence interval 95%. This independent sample test 

consists of between Naïve Bayes (NB) and Convolutional Neural Network (CNN) significance 

as 0.0332, significance 2-tailed(.000), Mean difference(12.983,12.402), standard error 

difference(0.8876,0.6782), and lower(11.9284,10.6792) and upper (13.7834,12.7732) interval 

difference. 

 

Group 

 

Levene's 

Test for 

Equality of 

Variances 

 

t-test for Equality of Medians 

 

 

F Sig. t df 

Sig. 

(2-

taile

d) 

Mean 

Differe

nce 

Std. 

Error 

Differe

nce 

95% 

Confide

nce 

Interval 

(Lower) 

95% 

Confide

nce 

Interval 

(Upper) 

 

Accu

racy 

Equal 

variances 

assumed 

9.2

34 

0.033

2 

16.57

1 
18 .000 12.983 0.8876 11.9284 13.7834 

Equal 

variances 

not 

assumed 

  
9.291

8 

12.6

72 
.000 12.402 0.6782 10.6792 12.7732 
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Fig. 1. Simple Bar graph for Naïve Bayes (NB) Classifier accuracy rate is compared with 

Convolutional Neural Network (CNN) Classifier. The Naïve Bayes (NB) Classifier is higher in 

terms of accuracy rate 93.00 when compared with Convolutional Neural Network (CNN) 

Classifier 96.00. Variable results with its standard deviation ranging from 80 lower to 90 higher 

Naïve Bayes (NB) Classifier where Convolutional Neural Network (CNN) Classifier standard 

deviation ranging from 90 lower to 100 higher. There is a significant difference between Naïve 

Bayes (NB) Classifier and Convolutional Neural Network (CNN) Classifier (p<0.05 Independent 

sample test). X-axis: Convolutional Neural Network (CNN) Classifier accuracy rate vs Naïve 

Bayes (NB) Classifier Y-axis: Median of accuracy rate, for identification of keywords ± 1 SD 

with 95 % CI. 

  


