
Journal of Survey in Fisheries Sciences               10(1S) 2732-2740  2023 

2732 
 

 

 

A Novel Long Short Term 

Memory Algorithm Compared to Random 

Forest Algorithm for Improved Accuracy 

Values in Real-Time Stock Market Prediction. 
 

Kodam .Naveen1, S.S Arumugam2* 

1Research Scholar, Saveetha School of Engineering, Saveetha Institute of Medical and Technical 

Sciences, Saveetha University, Chennai, Tamilnadu, India, pincode: 602105. 
2*Project Guide, Corresponding Author, Saveetha School of Engineering, Saveetha Institute of 

Medical and Technical Sciences, Saveetha University, Chennai, Tamilnadu, India, pincode: 602105. 

 

ABSTRACT 

Aim: This work is a comparative study of novel long short term memory algorithm and random forest algorithm 

for optimizing stock market prediction to improve the accuracy of real time stock exchange. Materials and 

Methods: Novel Long time short term memory algorithm (N= 10) and random forest algorithm (N=10) methods 

are simulated by varying the LSTM parameter and random forest parameter to optimize the pH. Sample size is 

calculated using Gpower 80% for two groups and there are 20 samples used in this work. Results and Discussion: 

Based on obtained results LSTM has significantly better accuracy (66.80%) compared to Random forest accuracy 

(62.97%). Statistical significance difference between long short term memory and random forest and it was found 

to be 0.049(p<0.05). Conclusion: Long short term memory algorithm produces better results in predicting stock 

market price to improve accuracy percentage than random forest algorithm. 

 

Keywords: Machine Learning, Stock price prediction, Novel Long Short Term Memory Algorithm, Random 

Forest Algorithm, Supervised learning. 

 

INTRODUCTION 

In this research work, the Machine learning 

model had a great impact in stock price 

prediction, which makes predictions based 

on the values of current stock markets by 

training on their previous values(Sable, 

Goel, and Chatterjee 2019). A stock price 

prediction is a trading platform where 

different investors sell and buy the shares 

consistently with stock availability(Vui et 

al. 2013). Prediction of stock exchange 

trends is taken into account as a crucial task 

and is of great attention as predicting stock 

prices with supervised learning in success 

might result in engaging profits by making 

correct choices(Verma and Mohapatra, 

n.d.). Stock market predictions are 

frequently used in business 

applications(Kothari 2010). It has 

continually been a warm spot for buyers 

and investing groups to comprehend the 

alternate regularity of the inventory market 

price and expect its trend(Ding and Qin 

2020).In the last 5 years, more than 60 

papers have been published on IEEE xplore 

and google scholar on Stock market 

predictions which can be greatly invested in 

stocks for big companies.  

 

A comparison analysis that predicts the 

investment can result in success (Nabipour 

et al. 2020). This study (Bosco and Khan 
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2018) uses an experimental methodology to 

analyze the high-performance efficiency of 

the Random forest and LSTM algorithms. 

The accurate control of novel last short 

term memory (LSTM) utilizing traditional 

controllers, such as stock prediction 

controllers and Stock Price Controller, is 

compared in this article (Ghosh et al., n.d). 

(SPC). In order to increase efficiency, a 

novel LSTM method utilizing the random 

forest algorithm and stock rate management 

has been presented in this study 

(Premkumar and Manikandan 2013). 

(Nabipour et al. 2020).(Venu and Appavu 

2021; Gudipaneni et al. 2020; Sivasamy, 

Venugopal, and Espinoza-González 2020; 

Sathish et al. 2020; Reddy et al. 2020; 

Sathish and Karthick 2020; Benin et al. 

2020; Nalini, Selvaraj, and Kumar 2020) 

 

Previously our team has a rich experience 

in working on various research projects 

across multiple disciplines(Venu and 

Appavu 2021; Gudipaneni et al. 2020; 

Sivasamy, Venugopal, and Espinoza-

González 2020; Sathish et al. 2020; Reddy 

et al. 2020; Sathish and Karthick 2020; 

Benin et al. 2020; Nalini, Selvaraj, and 

Kumar 2020).The accuracy of the stock 

market prediction using the support vector 

machine algorithm was not fully taken into 

account in a prior study. An innovative long 

short term memory approach is used to 

improve the log loss rate of stock market 

forecasts in order to get around this 

problem. 

 

MATERIALS AND METHODS 

The research work is carried out in the Data 

Analytics laboratory lab at Saveetha School 

of Engineering, Saveetha Institute of 

Medical and Technical Sciences, Chennai. 

The sample size has been calculated using 

the GPower software by comparing both of 

the controllers in Supervised learning. Two 

numbers of groups are selected for 

comparing the process and their result. In 

each group, 10 sets of samples and 20 

samples in total are selected for this work. 

The pre-test power value is calculated using 

GPower 3.1 software (g power setting 

parameters: statistical test difference 

between two independent means, α=0.05, 

power=0.80, Two algorithms (LSTM and 

random forest algorithm) are implemented 

using Technical Analysis software. In this 

work, no human and animal samples were 

used so no ethical approval is 

required(Ghosh et al., n.d.). 

Long Short Term Memory Algorithm 

Equation 2 describes the long short term 

memory algorithm (LSTM), an artificial 

neural network (RNN) architecture used in 

deep learning. Since there may be unknown 

lags between significant occurrences in a 

time series as shown in equation 1, LSTM 

networks are well suited to categorizing, 

processing, and making predictions based 

on time series data. A cell, an input gate, an 

output gate, and a forget gate make up a 

typical LSTM unit. Three gates control the 

flow of information into and out of the cell, 

and the cell remembers the values across 

arbitrary time intervals. 

 Xnorm = X-min(X) / max(X) - min(X)

    (1)  

 

∑ (𝑦i- yi)
2)                                          (2) 

 

𝑖=1 

 Where  

 

𝑦i, is the predicted value 

yi,is the actual value 

i , is the time instance 

N, is the number of data samples 

Random Forest Algorithm 
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Random forest is a supervised machine 

learning algorithm. Random forest is used 

for both regression and classification which 

is given in equation 3. It is mainly used for 

classification problems. Random forest 

calculation makes choice trees on 

information tests and afterward gets 

expectation from every one of them and 

chooses the best arrangement through 

casting a ballot. It is an outfit technique 

which is superior to a solitary choice tree 

since it decreases the over-fitting of the 

outcome. Random Forest algorithm pseudo 

code. 

MSE = 1/N Σ(fi -yi)2    (3) 

  

MSE is the Mean squared error N is the 

number of data points 

Fi is the value return by the model Yi is the 

actual value for data point i 

 

Accuracy for Long Short Term 

Memory and Random Forest 

algorithms was calculated based on 

the equation: 

Accuracy=TP + TN / TP +TN + FP + FN  

(4)  

 

   Where TP, is the model's classification of 

the number of true positives, TN, is the 

number of true negatives, FP, is the number 

of false positives, FN, and is the model's 

classification of the number of false 

negatives. An 8GB of RAM and an Intel 

Core i5 processor made up the hardware 

setup. The system configuration used a 

256GB SSD, a 64bit OS, and an X64-based 

processor. Windows 10 was used as the 

operating system, and Google Colab with 

Python was used as the implementation 

tool. 

 

Statistical analysis 

   For statistical study of approaches based on 

the LSTM and Random Forest algorithms, 

SPSS software is employed. Efficiency is 

the dependent variable, whereas LSTM 

accuracy is the independent variable. For 

both methods, the accuracy of the LSTM is 

calculated using independent T test 

analyses. 

 

  RESULTS 

Table 1 shows the simulation result of 

proposed algorithm long short term 

memory and the existing system random 

forest were run at different times in the 

google colab with a sample size of 10. From 

table 1, it was observed that the mean 

accuracy of the LSTM algorithm was 

66.80% and the Random forest algorithm 

was 62.97%. 

Table 2 represents the T-test comparison of 

both LSTM algorithm and random forest 

algorithm. The Mean, Standard Deviation 

and Standard Error Mean were calculated 

by taking an independent variable T test 

among the study groups. The LSTM 

algorithm produces a significant difference 

than the random forest algorithm with a 

value of 0.712 and effect size=1.414. 

Table 3 represents the Mean of LSTM 

algorithm which is better compared with 

random forest algorithm with a standard 

deviation of 0.38028 and 0.46643 

respectively. From the results, 

 

LSTM algorithm (66.80%) gives better 

accuracy than the random forest algorithm 

(62.97%). Figure 1 gives the comparison 

chart of LSTM of random forest algorithms 

in terms of mean and accuracy. The mean 

accuracy of the LSTM algorithm is better 

than Random forest. Figure 2 shows the 

error difference of LSTM algorithm (0.12) 

and random forest algorithm (0.14). 
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DISCUSSIONS 

LSTM and random forest algorithms 

are implemented and compared for stock 

market prediction to improve the accuracy 

by stock pricing. From obtained results it 

is concluded that the random forest 

algorithm provides better accuracy results 

compared to the LSTM algorithm. 

 In the recent survey, the 

proposed(Kalbandi et al. 2021)showed that 

the LSTM algorithm is a promising option 

for Stock market prediction with root mean 

square value 0.04.(Ghosh et al., n.d.) 

proposed a LSTM based model for 

different companies belonging to the 

banking sector based on historical data and 

observed that the error level comes down 

drastically with the data for longer 

periods.(Saravagi, Saravagi, and Agrawal 

2021) proposed LSTM algorithm for 

predicting stock prices of selected 

companies by comparing the daily stock 

price movement in various sectors.(Raza 

2017) implemented six machine learning 

techniques i.e., ANN, MLP, RBF, SVM, 

Decision Tree and Naive Bayes and by 

comparing them concluded that MLP 

works better with accuracy 77%. Major 

research contribution supports 

Implementation and comparative analysis 

of random forest algorithms to optimize 

stock gain of LSTM drive with reduced 

efficiency improvement. Even though few 

articles listed the disadvantages of 

proposed random forest algorithms(Maiti 

and Pushparaj 2020). Further, the random 

forest algorithm is not suitable for 

improving accuracy of stock market 

prediction(Gupta et al., n.d.). 

From the above discussion, only a few 

articles ensure that they provide better 

performance than the proposed LSTM and 

random forest algorithm for improving 

accuracy of stock market prediction. Also, 

the present price prediction requires no 

additional cost and therefore received 

intense attention in recent years. So, we can 

infer that the proposed LSTM and random 

forest algorithm can be used to improve the 

accuracy of price prediction by regulating 

the stock gain. 

Stock market prediction has limited 

price prediction ability based on future 

price significant profit which makes better 

price prediction in future. Deep Learning 

algorithm can address future stock 

prediction. 

 

CONCLUSION 

The work invovels long short term memory 

algorithm to find the stock market 

prediction to be proved with better accuracy 

of 66.80% when compared to Random 

Forest accuracy is 62.97% for predicting 

Stock price. 
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Fig. 1. Comparison of the mean and accuracy of the Long Short Term Memory 

Algorithm versus the Support Vector Machine Algorithm. The Long Short Term 

Memory Algorithm has a higher mean accuracy than the Support Vector Machine. 

The support vector machine algorithm is shown on the X-axis, while the long short 

term memory algorithm is shown on the Y-axis. 

 

 

 
 

 

 

Fig. 2.   Comparison of Long short term memory algorithm accuracy of 68.11% and support 

vector machine with accuracy of 52.46% 

 

Table 1. Predicted Accuracy of stock market prediction 

 



A Novel Long Short Term Memory Algorithm Compared to Random Forest Algorithm for Improved 

Accuracy Values in Real-Time Stock Market Prediction. 
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SI.No Sample_size Long short term memory 

algorithm 

Accuracy in percentage 

Random forest algorithm   

Accuracy in percentage 

1 100 66.74 62.98 

2 200 66.89 62.45 

3 300 66.15 63.01 

4 400 67.01 63.16 

5 500 67.23                   61.96 

6 600 67.41 63.45 

7 700 66.49                    63.46 

8 800 66.43                     62.82 

9 900 66.98 63.26 

10 1000 66.76 63.20 

 

Table 2. Group statistics (mean of Long short term memory algorithm is 68.11% 

more than Support vector machine algorithm 52.46% and Error mean for Long short 

term memory algorithm is 0.15 and for Support vector machine algorithm is 0.32) 

 Algorithm N Mean Std. 

deviation 

Std. Error 

Mean 

Accuracy Long short term 

memory algorithm 

 

SVM 

10 

 

 

10 

66.8090 

 

 

62.9750 

0.38028 

 

 

    0.46643 

0.12025 

 

 

0.14750 

 

Table 3. Independent Sample T-test: (Long short term memory algorithm is 

significantly better than Support vector machine algorithm with P=0.023) 

  Levene’s 

Test for 

Equality 

of 

Variances 

T-test for Equality of means 

 95% Confidence 

Interval of the 

difference. 

F Sig

. 

t df Sig.(2

-

tailed

) 

Mean 

Differe

nce 

Std. 

Error 

Differe

nces 

Lower  upper 
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Accuracy Equal  Variances 

assumed. 

 

 

Equal Variances 

not assumed. 

0.14

1 

0.0

49 

20.146 

 

 

 

 20.146 

18 

 

 

 

17.2

98 

0.000 

 

 

 

0.000 

3.8340

0 

 

 

 

3.8340

0 

    

0.19031 

 

 

 

0.19031 

3.4341

8 

 

 

 

3.4330

1 

 

4.2338

2 

 

 

 

4.2338

2 

 


