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Abstract 

Aim: To develop a novel healthcare system for the detection of diseases in humans using blood cells by 

Convolutional Neural Networks (CNN) algorithm over K-Nearest Neighbor algorithm. Materials & Methods: 

Image processing can be defined as the technical analysis of an image by using complex algorithms. by using 

CNN method the image recognition was done and performed with the sample size of 80 each and the software 

tool jupyter notebook is used. Accuracy values for identification of disease detection and face masks are calculated 

to quantify the performance of the CNN algorithm against the k-nearest neighbor algorithm method. Accuracy 

values for identification of disease detection are calculated to quantify the performance. Results: The analysis on 

the training dataset and test dataset has been performed successfully using SPSS and acquired accuracy (92.3%) 

for the CNN algorithm compared to KNN algorithm, which gave (88.8%) accuracy  with a statistically 

insignificant difference between the two groups (p=0.003; p<0.05) with confidence interval 95%. The resultant 

data depicts the reliability in independent sample tests. Conclusion: On the whole process of prediction of 

accuracy, the CNN model gives significantly better performance compared with the k-nearest neighbor model.  

 

Keywords: Disease Detection, Convolutional Neural Network, Deep Learning, Face mask Detection, K-Nearest 
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Introduction 

This project was created to provide 

safe, reliable, time saving efficient, 

comfortable and affordable application 

services for people after the outbreak of the 

worldwide pandemic COVID-19 to detect 

face masks and diseases like malaria, 

pneumonia, breast cancer, skin cancer 

using deep learning methods is seen as 

having accomplished this objective due to 

the drawbacks in the existing systems. The 

idea was motivated by authors (Yadav and 

Jadhav 2019)and (Meivel et al. 2021) to 

develop a disease detection system with the 

images uploaded by the users and person 

wearing face mask or not in a live stream 

video. A smart application was developed 

to combine the both ideas by using CNN 

multi-view classification (LeCun, Bengio, 

and Hinton 2015) in the area of machine 

learning as one way to improve 

classification performance. This approach 

was taken to anticipate the need for creating 

and maintaining the application on multiple 

operating system platforms and was 

expected to cut development time frame 

while retaining consistent interface and still 

enable platform specific’s feature usage.  

 

https://paperpile.com/c/H0jIgc/LgFZ
https://paperpile.com/c/H0jIgc/LgFZ
https://paperpile.com/c/H0jIgc/EKoy
https://paperpile.com/c/H0jIgc/UbRF
https://paperpile.com/c/H0jIgc/UbRF


Convolutional neural networks over the K-Nearest Neighbor algorithm are used in a novel healthcare 

system. 

2742 
 

In the existing models the available 

technological options for developing multi-

platform  applications are web-based apps 

and hybrid apps. Hybrid apps, though also 

relying on standardized web technologies, 

are bundled within a native app 

“container”, which serves as a bridge to 

access device hardware and functions like, 

using the camera, sensor, memory access 

and interface. (Peppers, Taskos, and Bilgin 

2016) There are several hybrid multi-

platform software applications that have 

been developed. These frameworks let a 

developer use one programming language 

to build an multi application that supports 

one with platform independency (Awan et 

al. 2014). Existing multi-platform 

framework could not decrease the effort of 

devising appropriate user interfaces for the 

different device types and orientations, 

however it still helped to create a codebase 

which is usable across multiple platforms. 

(Freire, de Abreu Freire, and Painho 2014). 

In machine-learning-based image 

classification infers an object’s class from 

just a single image showing an object, 

especially for challenging classification 

problems, the visual information conveyed 

by a single image may be insufficient for an 

accurate decision. The work proposed is an 

approach to develop a smart application to 

provide services of health disorder 

detection and covid-19 face mask detection 

system to the users into a single application. 

The application is developed in an hybrid 

framework using (PLOS ONE Staff 2021; 

Seeland and Mäder 2021) multi-view 

Convolutional Neural Networks to extract 

and encode visual features from the dataset 

images trained. (Venu and Appavu 2021; 

Gudipaneni et al. 2020; Sivasamy, 

Venugopal, and Espinoza-González 2020; 

Sathish et al. 2020; Reddy et al. 2020; 

Sathish and Karthick 2020; Benin et al. 

2020; Nalini, Selvaraj, and Kumar 2020) 

Previously our team has a rich 

experience in working on various research 

projects across multiple disciplines(Venu 

and Appavu 2021; Gudipaneni et al. 2020; 

Sivasamy, Venugopal, and Espinoza-

González 2020; Sathish et al. 2020; Reddy 

et al. 2020; Sathish and Karthick 2020; 

Benin et al. 2020; Nalini, Selvaraj, and 

Kumar 2020).The research gap in the 

existing system (Chavda et al. 2021) pays 

way to development of a smart application 

for health disease detection system along 

with face mask detection system and 

provides the generic solution  (Cheon 2019; 

Yamashita et al. 2018; Tripathi and Kumar 

2019)to the problem of cross platform 

multipurpose application development. The 

objective of the proposed system is to 

overcome the difficulties of these research 

gaps using Convolutional Neural Network 

algorithm and k-nearest neighbor 

algorithm. The aim is to implement a 

system by using Convolutional Neural 

Network algorithms which can detect the 

presence of the diseases & masks 

efficiently and provide a prediction of it 

with high accuracy in image processing by 

data augmentation in image classification  

Materials And Methods  

 The Study setting of the proposed 

work is done in the Compiler Design Lab, 

Saveetha School of Engineering, Saveetha 

University. The number of groups 

identified are two. Group 1 is the 

Convolutional Neural Network and group 2 

is the K-Nearest Neighbor Algorithm. 

Convolutional Neural Network method was 

iterated various number of times with a 

sample size of 80 calculated from clinical 

website and SPSS analysis is carried out 

with level of significance (p<0.05).  

https://paperpile.com/c/H0jIgc/30Ht
https://paperpile.com/c/H0jIgc/30Ht
https://paperpile.com/c/H0jIgc/IHAr
https://paperpile.com/c/H0jIgc/IHAr
https://paperpile.com/c/H0jIgc/8qb7
https://paperpile.com/c/H0jIgc/wuHj+0ixY
https://paperpile.com/c/H0jIgc/wuHj+0ixY
https://paperpile.com/c/H0jIgc/T3NLA+ZrmTQ+Omwtv+0fC8Y+xGFVa+tHvRy+f2Y8A+uMnRn
https://paperpile.com/c/H0jIgc/T3NLA+ZrmTQ+Omwtv+0fC8Y+xGFVa+tHvRy+f2Y8A+uMnRn
https://paperpile.com/c/H0jIgc/T3NLA+ZrmTQ+Omwtv+0fC8Y+xGFVa+tHvRy+f2Y8A+uMnRn
https://paperpile.com/c/H0jIgc/T3NLA+ZrmTQ+Omwtv+0fC8Y+xGFVa+tHvRy+f2Y8A+uMnRn
https://paperpile.com/c/H0jIgc/T3NLA+ZrmTQ+Omwtv+0fC8Y+xGFVa+tHvRy+f2Y8A+uMnRn
https://paperpile.com/c/H0jIgc/T3NLA+ZrmTQ+Omwtv+0fC8Y+xGFVa+tHvRy+f2Y8A+uMnRn
https://paperpile.com/c/H0jIgc/T3NLA+ZrmTQ+Omwtv+0fC8Y+xGFVa+tHvRy+f2Y8A+uMnRn
https://paperpile.com/c/H0jIgc/T3NLA+ZrmTQ+Omwtv+0fC8Y+xGFVa+tHvRy+f2Y8A+uMnRn
https://paperpile.com/c/H0jIgc/T3NLA+ZrmTQ+Omwtv+0fC8Y+xGFVa+tHvRy+f2Y8A+uMnRn
https://paperpile.com/c/H0jIgc/T3NLA+ZrmTQ+Omwtv+0fC8Y+xGFVa+tHvRy+f2Y8A+uMnRn
https://paperpile.com/c/H0jIgc/T3NLA+ZrmTQ+Omwtv+0fC8Y+xGFVa+tHvRy+f2Y8A+uMnRn
https://paperpile.com/c/H0jIgc/T3NLA+ZrmTQ+Omwtv+0fC8Y+xGFVa+tHvRy+f2Y8A+uMnRn
https://paperpile.com/c/H0jIgc/T3NLA+ZrmTQ+Omwtv+0fC8Y+xGFVa+tHvRy+f2Y8A+uMnRn
https://paperpile.com/c/H0jIgc/pY3Ah
https://paperpile.com/c/H0jIgc/CUKT+StTT+VPxW
https://paperpile.com/c/H0jIgc/CUKT+StTT+VPxW
https://paperpile.com/c/H0jIgc/CUKT+StTT+VPxW
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Convolutional Neural Network 

Algorithm 

The architecture of a CNN is 

designed to take advantage of the 2D 

structure of an input in the image 

processing. This is achieved with local 

connections and tied weights followed by 

some form of pooling which results in 

translation invariant features. CNN's are 

easier to train and have fewer parameters 

than fully connected networks with the 

same number of hidden units. CNN does 

the image classification based on features 

such as pixel intensity and image edges. 

The following are the steps of the 

Convolutional Neural Network algorithm. 

 

Pseudo Code for  Convolutional Neural 

Network Algorithm    

Step 1: Start the process   

Step 2: Load datasets path    

Step 3: Prepare dataset for training   

Step 4: shuffle the data   

Step 5: assigning labels and features   

Step 6: Normalizing X and converting 

labels to categorical data   

Step 7: Split X and Y for use in CNN  

Step 7: Define, compile and train the CNN 

Model      

Step 8: Accuracy and Score of model  

Step 9: Stop the process 

 

Novel K-Nearest NeighborAlgorithm 

It is a supervised machine learning 

algorithm. The algorithm can be used to 

solve both classification and regression 

problem statements. The K-NN algorithm 

assumes the similarity between the new 

case/data and available cases and puts the 

new case into the category that is most 

similar to the available categories. K-NN 

algorithm stores all the available data and 

classifies a new data point based on the 

similarity. This means when new data 

appears then it can be easily classified into 

a well suited category by using K-NN 

algorithm. K-NN algorithm uses ‘feature 

similarity’ to predict the values of new data 

points which further means that the new 

data point will be assigned a value based on 

how closely it matches the points in the 

training set. The following are the steps of 

k-nearest neighbor algorithm : 

 

Pseudocode for Novel  K-Nearest 

NeighborAlgorithm 

 

Step 1: Start the process.    

Step 2: Import libraries and dataset   

Step 3: Split dataset into test and train split. 

      

Step 4: Train the model and run predictions 

on the test split data.   

Step 5: Evaluate algorithm and check the 

validation error, run again with different K 

values and   consider the k value that has the 

minimum validation error.   

Step 8: Accuracy and Score of model  

Step 9: Stop the process 

Anaconda navigator is used for 

execution of the project code. It helps to 

manage and access notebook files and any 

kind of python files. By giving the python 

environment a command prompt can 

provide easy access to the code and 

execution. Main tools that need to be 

installed in the python environment are 

keras and tensorflow. Minimum of 4GB 

RAM is required to compile and execute 

the project code. Preferred operating 

systems are windows and ubuntu. The 

above mentioned method is for users using 

windows OS. Using anaconda navigator 

software and anaconda prompt that install 

the necessary modules. The GUI for the 

application is created using python Tkinter.  
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Statistical Analysis 

To check the data accuracy & 

reliability an SPSS a statistical software is 

used with a default alpha value of 0.05 for 

the sample size of 80. The independent 

variables for the dataset were blur, varying 

lighting condition,shadowing effects,image 

size of the images.  Many potential 

variables are dependent in image 

classification like spectral signatures, 

vegetation indices, transformed images, 

textural or contextual information, 

multitemporal images, multisensor images, 

and ancillary data. The image is segmented 

and binarized to build the function that 

contains the interest area for detection. The 

bar graph and the error graph were 

generated for comparison of differences 

between the CNN and K-NN algorithms.  

 

Results 

Table1 inferred Correlations for Study. 

Data collection from N=80 sample datasets 

for Convolutional Neural Network (92.3%) 

Compared with K-Nearest neighbor 

(88.8%) using target variable as 

Independent variable. 

Table 2 represents the sample size (N=80) ( 

the table consists of sample values between 

the range of 90-100 for accurate values 

therefore N=10), Mean, Standard deviation 

and Standard error mean are classified 

based on the accuracy and loss of the data. 

The accuracy 95% of CNN is significantly 

higher compared to the K-Nearest 

Neighbor algorithm.  

Table 3 represents the significance of the 

data and standard error difference, where 

significance of Convolutional Neural 

Network (CNN) and K-Nearest neighbor 

with the confidence interval as 95% and 

level of significance of 0. 05.  

Figure 1 represents the analysis of the 

accuracy of Convolutional Neural 

Networks (CNN) and K-Nearest neighbor 

for better improvisation in the application .  

Figure 2 represents the comparison of mean 

accuracy of Convolutional Neural 

Networks (CNN) The comparison of 

accuracy gained. The accuracy of group 1 

is 95% and group 2 is 93%. The has 

significantly performed better when 

compared to K-Nearest neighbor  Group 1 

appears to produce the most consistent 

results with its standard deviation ranging 

from the lower 93’s to higher 95’s. Group 2 

appears to produce the most variable results 

with its standard deviation ranging from 

85’s to 90’s. There is a significant 

difference between  (CNN) and (K-NN) 

 

Discussion 

In this study of a smart application 

for health disorder discrimination system 

and face mask detection the Convolutional 

Neural Networks have higher accuracy of 

95% in comparison to K-Nearest 

Neighbour algorithm having accuracy of 

93%. Convolutional Neural Networks have 

better significance (p<0.05) than K-nearest 

neighbor and while using the independent 

sample t-tests.   

The similar work is carried out by 

the author (Adinugroho, Heriyanni, and 

Musthofa 2017) the mobile application 

development was done by combining 

native mobile technology and web 

technology using WebView API. This 

approach was taken to anticipate the need 

for creating and maintaining the application 

on multiple mobile platforms and was 

expected to cut development time frame 

while retaining consistent interface and still 

enable platform specific’s feature usages. 

The further development was done by the 

(Proceedings of the 19th International 

https://paperpile.com/c/H0jIgc/CzWd
https://paperpile.com/c/H0jIgc/CzWd
https://paperpile.com/c/H0jIgc/LmmF
https://paperpile.com/c/H0jIgc/LmmF
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Conference on World Wide Web - WWW 

’10 2010)assigning an SLA only to the 

front-end service. Other services were not 

given any particular response time 

objectives. Services were autonomously 

responsible for their own provisioning 

operations and collaboratively negotiated 

performance objectives with each other to 

decide the provisioning services. The 

barrier in developing such an application 

was that an entire multi-service application 

to perform better and good under varying 

workloads to meet the functionalities and 

improve resource utilization. The 

limitations faced were that there are many 

approaches in developing a cross platform 

native application but issues are with the 

tools used is that compilers need to 

transform the source code written in high-

level programming language to an 

executable program for any system to run 

and support the application at an user 

interface level. (El-Kassas et al. 2017) 

Inorder to overcome the above 

drawbacks in the proposed system and in 

the application CNN algorithm is used. 

CNN-based methods have various 

strategies to increase the performance of 

image classification on datasets. A hybrid 

approach offers a simple solution for 

developing applications for devices by 

writing the code once and deploying it to 

different operational systems will help 

users to quickly access the health disorders 

and face mask detection application and 

reduce maintenance and save time. Hybrid 

structures are suitable options for the real 

time benefits in the use of applications for 

business or for education. (Andrade et al. 

2015). The proposed work uses . 

Сonvolutional neural networks as it can 

create “lightweight” and compact 

frameworks for development of 

applications. They allow reducing the size 

of the model significantly as well as the 

time of cycle processing. Nevertheless, 

they guarantee the accuracy of recognition 

and mitigate the negative effects of 

unbalanced data on recognition results. The 

reusability of source codes , maintenance of 

screen sizes are left for future works  

The results of the proposed 

algorithm are better in both experimental 

and statistical analysis, there are certain 

limitations in the work. The main limitation 

in this experiment is that the attributes in 

the dataset contain very few to predict 

accuracy (%) of the disease detection and 

faces as the image considered are clear 

pixels. Further research should consider 

other deep learning algorithms to ascertain 

more efficient ways to perform better for 

large datasets. It is recommended that 

further research should be carried out on 

other parameters that can improve the 

accuracy of detection.  

 

Conclusion 

It is inferred that the accuracy in detection 

of disease  through extracted images of 

blood cells and face mask detection using 

Convolutional Neural Network algorithm 

gives significantly better results than K-

Nearest neighbor algorithm. CNN shows 

the  accuracy of 92.3 % using  and KNN 

shows the accuracy of 88.8 % in detection. 
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Sample No. Convolutional Neural 

Network  

K-Nearest neighbor 

 1  92.3  88.8 

 2  92.6  90.4 

 3  93.0  90.8 

 4  93..4  91.1 

 5  93. 7  91.6 

 6  94. 1  91.8 

 7  94. 4  92.3 

 8  94. 6  92.7 

 9  94.8  92.9 

 10  95. 0  93.0 

 

Table 2. Mean, Standard Deviation, and Standard Error of Precision and Accuracy of CNN 

and K-NN Algorithms Statistical Analysis The precision and accuracy levels of the two 

techniques differ statistically significantly. The precision of K-NN is lower (88.81%) than that 

of CNN, which has a better accuracy (92.36% ). 

Group N Mean Std. Deviation Std. Error Mean 

Algorithms  

 

Convolutional 

Neural Network 

(CNN) 

 

K-Nearest 

neighbor.  

 

 

80 

 

 

 

80 

 

 

  92. 3600 

 

 

 

  88. 8060 

 

 

 

  . 68508 

 

 

 

  . 69570 

 

 

  . 21664 

 

 

 

  . 22000 

 

 

Table 3 : Comparison between Convolutional Neural Network and K-Nearest Neighbour with 

N=10 samples of the dataset with the highest performance of 92.36 and 88.81  in the sample 

(when N=1) using data size=80 and the 70% training data and 30 % testing data 

 

  F sig.  t df sig. 

(2-

taile

d) 

Mean 

differen

ce 

Std. Error 

Difference 

95% 

Confidenc

e interval 

of the 

difference 

 

 

Lower 

95% 

Confiden

ce 

interval 

of the 

differenc

e 

 Upper 

Accuracy Equal 

variance 

assumed 

3.27 0. 

0292 

15. 8 18 . 003 4. 90 . 3087 4. 29132 5. 58868 
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Accuracy Equal 

variance 

not 

assumed 

s 

 

  15. 8 17. 

9 

. 003 4. 94 . 3087 4. 29131 5. 58869 

 

 
Fig. 1. Comparisons of Convolutional Neural Networks (CNN) that appear to produce the most 

consistent results with minimal standard deviations.  There is a significant difference between 

Convolutional Neural Network (CNN) and Support vector machine.  X Axis: Convolutional 

Neural Network (CNN) vs Support vector machine (SVM) Y Axis: Mean accuracy of detection 

± 1 SD.     

  


