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ABSTRACT 

Aim: A Novel Approach for detecting SMS Spam effective model using Logistic Regression Algorithm to 

improve the accuracy and comparing with K-Nearest Neighbors Algorithm. Materials and Methods: By Using 

Classification of K-nearest Neighbors Algorithm (N=10) and Logistic Regression Algorithm (N=10) is performed 

in an algorithm. Discussion: This paper examines spam messages and offers their outline and outcomes. SMS 

detection may be regarded as a critical aspect in establishing and maintaining an algorithm.Results: In the 

detection of the Effective model of SMS spam messages with a Logistic Regression Algorithm accuracy is 96.0% 

compared KNN algorithm accuracy is 89.0%. The two Algorithms Logistic Regression Algorithm and KNN are 

statistically significant with the independent sample T-Test value is 0.04 (p<0.05) with a confidence level of 96% 

accuracy. Conclusion: Within the limit of the study analyzing the Effective model of spam using K-Nearest 

Neighbors Algorithm (KNN) and LR detected by SPSS tool and  it was observed that the LR Algorithm 

significantly seems to be better than KNN Algorithm. 

 

Keywords: Logistic Regression, Novel Spam Detection, K-nearest Neighbors, Spam filtering process, SMS, 

Spam messages 

 

INTRODUCTION 

SMS is a text messaging service that allows 

users to send and receive spam messages. 

Commercial adverts may also be sent to 

users' mobile phones via text messages 

(Akbari and Sajedi 2015). The amount of 

spam varies from one place to the next. 

There is a significant difference between 

spam-filtering in text messages and spam-

filtering in emails. A substantial dataset is 

available for email, whereas the dataset for 

SMS Spam detection is small (Sasaki and 

Shinnou 2005). SMS is a text messaging 

service that allows phone users to send and 

receive short text messages. Because the 

text is shorter than email, the number of 

features needed to classify it is also smaller. 

The majority of text messages are short and 

use less formal terminology (Nagwani and 

Sharaff 2017). SMS spam detection is 

complicated by a number of factors, 

including a low rate of SMS spam, which 

has led to many users and service providers 

ignoring the problem (Shakiba, Zarifzadeh, 

https://paperpile.com/c/VAlnkZ/AHX0
https://paperpile.com/c/VAlnkZ/jKi4
https://paperpile.com/c/VAlnkZ/jKi4
https://paperpile.com/c/VAlnkZ/EEzw
https://paperpile.com/c/VAlnkZ/EEzw
https://paperpile.com/c/VAlnkZ/HPkZ
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and Derhami 2018). Spam-filtering 

software is extremely limited. SMS spam 

filtering on the recipient's smartphone isn't 

a perfect solution. Spam is a term used to 

describe wanted and unwanted electronic 

messages (Shakiba, Zarifzadeh, and 

Derhami 2018; Saeedian and Beigy 2009). 

Spammers send these messages for a 

variety of reasons. This is done in order to 

obtain personal information from users 

(Liu, Lu, and Nayak 2021). Supervised 

learning is not the same in every place, and 

it can differ. The phone number is limited 

to sending 200 messages per hour and 1,000 

Spam messages per day. SMS spammers 

have altered these methods in novel ways as 

a result. In order to accurately filter SMS 

spam detection, more effective ways are 

required (Alzahrani and Rawat 2019). 

According to numerous recent spam 

messages reports, the vast majority of SMS 

on the internet ((Rajalingam 2020). 

According to a May 2009 Symantec report, 

90.4 percent of SMS were spam. A Google 

report from September 2009 estimated 

spam volume to be 90-95 percent in all four 

quarters, while a Microsoft report from the 

same month estimated spam volume to be 

97.3 percent of SMS (Akinyelu 2021). 

Botnets are thought to be responsible for 

roughly 85 percent of all spam, according 

to several reports. 56.7 percent of spam 

detection comes from recognized botnets, 

whereas a study claims that only six botnets 

are responsible for 79 percent of spam 

messages landing on the University of 

Washington campus (Rafique and Abulaish 

2012).(Parakh et al. 2020; Pham et al. 2021; 

Perumal, Antony, and Muthuramalingam 

2021; Sathiyamoorthi et al. 2021; 

Devarajan et al. 2021; Dhanraj and 

Rajeshkumar 2021; Uganya, Radhika, and 

Vijayaraj 2021; Tesfaye Jule et al. 2021; 

Nandhini, Ezhilarasan, and Rajeshkumar 

2020; Kamath et al. 2020) 

The research gap in the existing system is 

less efficient in SMS Spam detection 

systems in the spam filtering technique. 

Clustering automatically splits the dataset 

into groups based on their similarities. 

Anomaly detection can discover unusual 

data points in your dataset. Association 

mining identifies sets of items that often 

occur together in your dataset supervised 

machine learning finds all kinds of 

unknown patterns in data (Bosaeed, Katib, 

and Mehmood 2020). Naive Bayes 

Algorithm helps you to find features that 

can be useful for categorization. It takes 

place in real-time, so all the input data is to 

be analyzed and labeled in the presence of 

learners. It is easier to get unlabeled data 

from a computer than labeled data, which 

needs manual intervention (Ali and 

Maqsood 2018). 

 

MATERIALS AND METHODS 

This section explains the general 

framework of the study's work method. The 

dataset is analyzed and classified using an 

AI instrument in this investigation. At the 

most basic level, data is gathered from a 

variety of sources to create a useful dataset 

of ham and spam messages in text format, 

which is then used as the model's input. We 

converted the informational collection, 

which was previously in text format, to 

CSV at the second level of the study 

(Comma Separated Value).  

The group1 (N=10) in the KNN Algorithm 

which is an existing system and group 2 

(N=10) is thelogistic Regression algorithm 

with a sample size of 10 and the KNN 

algorithm is Group 2 with a sample size of 

10, then they are compared for more 

accuracy and prediction score values for 

choosing the best. The data set used in this 

https://paperpile.com/c/VAlnkZ/HPkZ
https://paperpile.com/c/VAlnkZ/HPkZ+NU53
https://paperpile.com/c/VAlnkZ/HPkZ+NU53
https://paperpile.com/c/VAlnkZ/JZv0
https://paperpile.com/c/VAlnkZ/ZQ5a
https://paperpile.com/c/VAlnkZ/oZ10
https://paperpile.com/c/VAlnkZ/ao4k
https://paperpile.com/c/VAlnkZ/qOSA
https://paperpile.com/c/VAlnkZ/qOSA
https://paperpile.com/c/VAlnkZ/kiPQZ+whhLk+KWxTo+kIeUH+bhc9y+HJHi9+QSElG+I28rg+NL72T+zS7oP
https://paperpile.com/c/VAlnkZ/kiPQZ+whhLk+KWxTo+kIeUH+bhc9y+HJHi9+QSElG+I28rg+NL72T+zS7oP
https://paperpile.com/c/VAlnkZ/kiPQZ+whhLk+KWxTo+kIeUH+bhc9y+HJHi9+QSElG+I28rg+NL72T+zS7oP
https://paperpile.com/c/VAlnkZ/kiPQZ+whhLk+KWxTo+kIeUH+bhc9y+HJHi9+QSElG+I28rg+NL72T+zS7oP
https://paperpile.com/c/VAlnkZ/kiPQZ+whhLk+KWxTo+kIeUH+bhc9y+HJHi9+QSElG+I28rg+NL72T+zS7oP
https://paperpile.com/c/VAlnkZ/kiPQZ+whhLk+KWxTo+kIeUH+bhc9y+HJHi9+QSElG+I28rg+NL72T+zS7oP
https://paperpile.com/c/VAlnkZ/kiPQZ+whhLk+KWxTo+kIeUH+bhc9y+HJHi9+QSElG+I28rg+NL72T+zS7oP
https://paperpile.com/c/VAlnkZ/kiPQZ+whhLk+KWxTo+kIeUH+bhc9y+HJHi9+QSElG+I28rg+NL72T+zS7oP
https://paperpile.com/c/VAlnkZ/jmBn
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https://paperpile.com/c/VAlnkZ/nRgz
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Journal of Survey in Fisheries Sciences               10(1S) 2831-2842 2023 

2833 
 

study can be found on Kaggle, a machine 

learning repository. For better data quality, 

pre-processing is done, either by deleting 

unnecessary words or numbers. K-Nearest 

Neighbors (KNN) is a simple and 

fundamental machine learning method that 

is versatile and one of the best. KNN and 

Logistic Regression Algorithm is used here 

to compare the data. This includes 

accounting, medical services, political 

theory, image recognition, and video 

recognition. Attribution budgetary 

enterprises will anticipate the FICO 

assessment of clients in their evaluations. 

The KNN algorithm is used to solve 

classification and regression problems. The 

calculation of KNN is reliant on the 

similarity method (Karasoy and Ballı 

2021). 

The observations about spam on today's 

Internet suggest developing an Logistic 

Regression  Algorithm scheme that 

automatically identifies the common terms 

shared by spam belonging to the same 

campaign, identifies the spam detection 

campaign and extracts the campaign 

signatures, to be used for filtering future 

spam of the same campaign. IT is 

theoretically feasible and highly promising. 

As explained in the spam filtering process, 

one of the main reasons that supervised 

learning requires labeled data is that it is 

difficult to identify spam from ham when 

looking at SMS one at a time. When the 

collective common qualities of spam 

detection, at the campaign level are studied 

together, a clear manifestation emerges. In 

a spam campaign, the scammer sends a 

huge number of spam messages with the 

same aim in an automated manner. For 

example, through a botnet. Legitimate 

SMS, on the other hand, are manually sent 

out by humans for various objectives. Such 

a basic difference is necessarily mirrored in 

the entropy of the SMS contents; Spam 

messages from a campaign have a low 

entropy, while ham has high entropy. By 

successfully detecting common unchanging 

text sections among the spam filtering 

process (Oecd and OECD 2011; Bishara, 

Bishara, and University 2016; Diale, Celik, 

and Van Der Walt 2019). 

While spammers always try to enhance the 

entropy of spam by improving their 

obfuscation tactics, we claim that the 

entropy gap between spam or ham will 

never close due to the fundamental 

difference between campaign-based, 

legitimate and individualized 

communications. Even if all sensitive terms 

are disguised per spam, it is extremely 

likely that non-sensitive words in the 

templates are not obfuscated and are 

unlikely to co-occur invalid SMS. 

Spammers would have to devote a 

significant amount of time and money to 

tailoring each spammer (Oecd and OECD 

2011). 

Attempts toward Logistic Regression  

Algorithms have been made in the past used 

in the spam filtering process. Every one of 

these appears to work, to the best of our 

knowledge  and was motivated by the same 

set of observations as ours, without 

explicitly stating them. However, we 

discovered that none of the existing 

methodologies are capable of sufficiently 

exposing the common similarities (low 

entropy) among campaigns as a result  they 

all suffer (Popovac et al. 2018). 

 

K-Nearest Neighbor 

The K Nearest Neighbor algorithm falls 

under the Supervised Learning category. It 

is used for classification (most commonly) 

and regression. It is a versatile algorithm 

also used for imputing missing values and 

resampling datasets. As the name (K 

https://paperpile.com/c/VAlnkZ/mXUm
https://paperpile.com/c/VAlnkZ/mXUm
https://paperpile.com/c/VAlnkZ/1Oex+Ug03+UWY3
https://paperpile.com/c/VAlnkZ/1Oex+Ug03+UWY3
https://paperpile.com/c/VAlnkZ/1Oex+Ug03+UWY3
https://paperpile.com/c/VAlnkZ/1Oex
https://paperpile.com/c/VAlnkZ/1Oex
https://paperpile.com/c/VAlnkZ/Afjr
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Nearest Neighbor) suggests it considers K 

Nearest Neighbors to predict the new 

Datapoint (Kural and Demirci 2020). 

These messages instruct the user to dial a 

specific phone number, via which an 

attacker obtains the user's appropriately 

(Pandya 2019). KNN is an algorithm that 

detects data theft, and generally causes 

havoc (Joachims 2012). It is a harmful 

program that infiltrates mobile devices 

without the user's permission. It entails 

sending users unsolicited links and 

requesting that they download the 

executable file, which is risky which leads 

to program abuse (International Conference 

on Cyberworlds 2005). K-Nearest 

Neighbors is one of the most basic yet 

essential classification algorithms in 

Machine Learning. It belongs to the 

supervised learning domain and also finds 

intense application in pattern recognition, 

data mining, and intrusion detection. 

It is widely disposable in real-life scenarios 

since it is non-parametric, meaning, it does 

not make any underlying assumptions 

about the distribution of data (as opposed to 

other algorithms such as a Gaussian 

distribution of the given data) (Kural and 

Demirci 2020; Wei and Nguyen 2020). 

 

Algorithm: 

1. The data with a linear function in the data 

set. 

2. Set the “spam” shaped function for 

classifying the data. 

3.  Conclude the trained data based on the 

threshold value obtained from the function. 

4. Group the new data points into an 

averaged network using points. 

5. Repeat point till the data nodes become 

empty. 

6. Apply the accuracy function to network 

groups and data sets. 

7. Return the value using the min function. 

 

Logistic Regression: 

Logistic Regression Algorithmsare a 

popular statistical technique in Novel spam 

Detection using the SMS filtering process. 

They typically use bag-of-words features to 

identify spam SMS, an approach commonly 

used in text classification. It is a baseline 

technique for dealing with spam that can 

tailor itself to the SMS needs of individual 

users which give low false positive spam 

detection rates that are generally acceptable 

to users. It is one of the oldest ways of doing 

spam filtering (Oecd and OECD 2011; 

Bishara, Bishara, and University 2016). 

Because spectral features of classes might 

change over time, you won't be able to use 

the same class information from one image 

to the next. Clustering automatically splits 

the dataset into groups based on their 

similarities. Anomaly detection can 

discover unusual data points in the dataset. 

It is useful for finding fraudulent 

transactions. Association mining identifies 

sets of items that often occur together in the 

dataset. Latent variable models are widely 

used for data preprocessing. Likewise 

reducing the number of features in a dataset 

or decomposing the dataset into multiple 

components. (The performance of soft 

computing techniques on content-based 

SMS spam filtering 2015). 

The spam filtering process is a sort of 

machine learning in which the training data 

is presented to the algorithm without any 

pre-assigned labels or scores. As a result, 

first is to  self-discover any naturally 

occurring patterns in the training data set. 

Spam filtering process, in which the 

algorithm automatically groups its training 

examples into categories with similar 

features, and principal component analysis, 

in which the algorithm identifies which 

features are most useful for discriminating 

https://paperpile.com/c/VAlnkZ/SLDO
https://paperpile.com/c/VAlnkZ/iGQP
https://paperpile.com/c/VAlnkZ/Rfo8
https://paperpile.com/c/VAlnkZ/trNK
https://paperpile.com/c/VAlnkZ/trNK
https://paperpile.com/c/VAlnkZ/SLDO+Erns
https://paperpile.com/c/VAlnkZ/SLDO+Erns
https://paperpile.com/c/VAlnkZ/1Oex+Ug03
https://paperpile.com/c/VAlnkZ/1Oex+Ug03
https://paperpile.com/c/VAlnkZ/bAYB
https://paperpile.com/c/VAlnkZ/bAYB
https://paperpile.com/c/VAlnkZ/bAYB
https://paperpile.com/c/VAlnkZ/bAYB
https://paperpile.com/c/VAlnkZ/bAYB
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between different training examples and 

discards the rest, are two common 

examples. 

 

Algorithm: 

1. Data set values are based on the total data 

points in the datasets. 

 2. Using the spam formation formula, find 

the count between k data points. 

3. Based on the previous point, consider the 

point with less count. 

4. Using Naive Bayes Algorithm, find total 

data points in each. 

5. Based on maximum neighbors assign 

new data points and new data sets 

6. Repeat point 5 for every new data point. 

7. Use the accuracy function on maximum 

neighbors and return the value. 

 

RESULT 

In Table 1: The statistical comparison of the 

Effective Model Of  SMS spam detection 

using two sample groups was done through 

SPSS version 21. Target and Accuracy are 

dependent variables and the remaining are 

independent variables. Analysis was done 

for mean, standard deviation, and 

independent T-test in Novel Spam 

Detection 

In Table 2: Group Statistics T-Test Logistic 

Regression  Algorithm with Standard Error 

Mean and KNN algorithm. Independent 

Sample T-Test is applied with the sample 

collections by fixing the level of 

significance as (p>0.05) with a confidence 

interval of 96% after applying the SPSS 

calculation to the KNN algorithm. 

In Table 3: Independent sample tests of 

accuracy and Precision values are predicted 

and also  calculate the p-value, Mean 

Difference, and Confidence interval. 

Logistic Regression Algorithms and KNN  

are significantly different from each other. 

In fig 1: Bar chart representing the 

comparison of Mean Accuracy of  Effective 

Model Of  SMS Spam Detection computed 

with KNN and Logistic Regression 

Algorithm. To produce the most consistent 

results with minimal standard deviation. 

KNN algorithm appears to produce. 

There is a significant difference between 

the LR and KNN algorithms. We will test 

our classification model on our prepared 

dataset in this final phase, as well as analyze 

the performance of SMS detection on our 

dataset. We utilize accuracy to quantify the 

effectiveness of classifiers in order to 

evaluate the performance of our 

constructed classification and compare it to 

current ways. For the SMS spam filtering 

process, the experiment used various 

classifiers such as decision trees, KNN 

classifiers, and unsupervised Algorithms. 

Among the other classifiers, the Naive 

Bayes Algorithm had the highest 

accuracy.The LR Algorithm accuracy is 

96.0% and k-nearest neighbor algorithm 

accuracy is 89.0% and the data collection 

phase is used as spam. 

 

STATISTICAL ANALYSIS 

The analysis was done using IBM SPSS 

software. An independent sample t-test is 

carried out for analysis. Independent 

variables are datasets and the dependent 

variable is accuracy and different iterations 

done with a maximum of 35 samples each 

iteration was predicted the accuracy was 

noted for analyzing accuracy. The value 

obtained from the iterations of the 

independent sample T-test was performed. 

The independent values are used in the 

analysis of Novel Spam Detection. 

 

DISCUSSION 

In this study of Spam message detection, 

random selection by a  LR Algorithm is 
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higher than k-nearest algorithms. In order 

to clean the dataset, data pretreatment was 

employed in this research for 

implementation. Data preprocessing 

involves a number of procedures, including 

data cleaning, data integration, data 

transformation, and data reduction.  

A recent project aimed at determining the 

basic template used to create signatures. It 

looks at Spam filtering process feeds 

generated by bots and infers the basic 

templates from anchor texts and macros. It 

also reverse-engineers the header portion of 

the template using mail header knowledge 

because the input (training data) to the 

system is a clean trace consisting of pure 

spam generated from templates; this 

approach falls into the domain of Logistic 

Regression Algorithm by deriving Spam 

messages. 

Similar work has been carried out by the 

author (Zhang and Wang 2009). In the 

Logistic Regression Algorithm, the system 

attempts to find the patterns directly from 

the example given. So, if the dataset is 

labeled, it is a supervised problem, and if 

the dataset is unlabelled, then it is an 

unsupervised problem. When valid 

parametric estimates of probability 

densities are unavailable or difficult to 

calculate (Akinyelu 2021). KNN 

classification was born out of the 

requirement to  perform discriminant 

analysis. Fix and Hodges devised a non-

parametric method for pattern classification 

that became known as the k-nearest 

neighbor rule in an unpublished US Air 

Force School of Aviation Medicine study in 

1951. The basic principle is to assign a 

person to the population whose sample 

contains the greatest number of "K-nearest 

neighbors". Some of the formal features of 

the k-nearest neighbor were studied further 

in 1967. KNN classification was developed 

from the reliable parametric estimates of 

probability densities needed, discriminant 

analysis is required. The following are 

some of the various financial applications 

of  KNN. Predict the price stock based on 

corporate performance metrics and 

economic data. Neural Network Financial 

risk management and understanding of 

Futures trading. Credit score, loan 

management, bank customer profiling, and 

money laundering investigations are just a 

few of the services available (“M-Spam, 

Spam, Spam” 2000). 

 

CONCLUSION 

Previous work on the supervised spam 

filtering process was discussed and the LR 

Algorithm process was discussed. I briefly 

reviewed earlier work on spam campaign 

detection before comparing our approach, a 

recently suggested anti-spam scheme that 

aims to deduce underlying templates from 

which signatures are generated. SMS spam 

detection system was successfully 

developed. The current study focused on 

machine learning algorithms and Logistic 

Regression Algorithm over KNN for higher 

classification in detecting messages. The 

Logistic Regression Algorithm accuracy is 

96.0% and the k-nearest neighbor algorithm 

accuracy is 89.0%. 
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TABLES AND FIGURES 

Table 1: Comparing accuracy values with the different sample sizes. It represents the Spam 

activities in Novel spam detection. Data collection from N=10 sample datasets for Logistic 

Regression Algorithmand KNN. Data collection from N=10 sample datasets for Logistic 

Regression  Algorithm and K-nearest Neighbors Algorithm using target variable as 

Independent Variable. 

Sample  Logistic Regression  

       (Accuracy) 

K-nearest 

Neighbors                         

(Accuracy) 

        1           94.0       85.0 

        2           93.0       93.0 

        3           85.0       82.0 

        4           88.0       84.0 

        5           87.0       87.0 

        6           88.0       88.0 

        7           89.0       89.0 

        8           90.0       90.0 

        9           91.0       91.0 

        10           94.0       92.0 

 

Table 2: Group Statistics T-Test for Logistic Regression Algorithmwith Standard Error Mean 

(0.92135) and for KNN (1.05462). 

 

Groups 

 

N 

 

Mean 

 

Std.Deviation 

Std.Error Mean 

Logistic 

Regression 

      (A) 

10 90.6000 2.91357 0.92135 

K-nearest 

Neighbor(A) 

10 89.0000 3.33500 1.05462 
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Logistic 

Regression 

      (L) 

10 9.4000 2.91357 1.17568 

K-nearest 

Neighbor(L)  

10 10.0000 3.33500 1.05462 

 

Table 3 : Independent Sample Test of Accuracy and loss of the P-value = 0.001, Significant 

value = 0.04, Mean Difference = 1,300 and confidence interval = (-1.6421- 4.24212). Logistic 

Regression Algorithm and KNN  are significantly different from each other. 
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Fig 1: Comparison of Logistic Regression Algorithm and KNN Algorithms in terms of mean 

accuracy. It explores that the mean accuracy values and the standard deviation are moderately 

improved.The Logistic Regression Algorithm is slightly lower than the KNN. Graphical 

representation of the bar  graph is plotted using X-axis Logistic Regression Algorithm vs KNN, 

Y-Axis displaying the error bars with a mean accuracy of detection +/- 1 SD. 

 


