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ABSTRACT: 

Aim: Lung cancer detection using Decision Tree over KNN to improve accuracy. Materials 

and Methods: Detection of Lung cancer using Decision Tree over KNN to improve 

accuracy.Here the G-power analysis was carried out with 80% and the sample size for the 

two groups are 40. Results and Discussion: Detection of Lung cancer using Decision Tree 

over KNN to improve accuracy of 98.06% and 90.73% respectively. The decision tree 

achieved a mean of 98.06%, standard deviation of 0.75218 and the standard error mean of 

0.23786. For the KNN the mean is 90.73% standard deviation is 0.67100 and standard error 

mean is 0.21219. The 2-tailed significance value smaller than 0.001 (p<0.05) showed that our 

hypothesis holds good. Conclusion: Decision Tree performs significantly better than KNN. 

Keywords: Lung cancer, SCLC, NSCLC, Novel Decision Tree, KNN, Detection, ID3, 

Machine Learning. 

 

INTRODUCTION:  

World Cancer Research Fund lung 

cancer statistics shows that Hungary is at 

an ace rate of cancer. Malignant growth is 

a gathering of infections described by the 

uncontrolled development and spread of 

strange cells (Podolsky et al. 2016). In the 

event that the spread isn't controlled, it can 

bring about death. Cellular breakdown in 

the lungs was the most well-known 

malignant growth in the world, 

contributing 2,093,876 of the complete 

number of new cases analyzed in 2018.e 

principal normal. We can fix cellular 

breakdown in the lungs provided that you 

distinguish the yearly stage. Lung cancer is 

classified into two types (Flehinger et al. 

1984). Habitats for Medicare and 

Medicaid Services to give Medicare 

inclusion to cellular breakdown in the 

lungs screening has made ready for cross 

country cellular breakdown in the lungs 

separating the USA (Gunaydin, Gunay, 

and Sengel 2019). Striking auxiliary lung 

cancer is immediately ranked on the beam 

spam sort, SCLC and NSCLC (Gu et al. 

2019). 

In this research of detection of lung 

cancer, the number of papers published in 

the research gate are 1240 and the number 

of papers published in google scholars are 

1150. AI is a technique that permits PCs to 

figure out how to anticipate specific 

results. In cellular breakdown in the lungs, 
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scientists are utilizing PC calculations to 

make PC supported programs that are 

better ready to distinguish disease in CT 

checks than radiologists or pathologists 

(Makaju et al. 2018). Machine learning is 

creating advancements attributable to its 

algorithms used for creating predictions 

for both SCLC and NSCLC (Hirsh and 

Melosky 2018). NCI-financed specialists 

are attempting to propel how we might 

interpret how to forestall, recognize, and 

treat cellular breakdown in the lungs. 

There has been a lot of headway made, for 

researchers are distinguishing a wide range 

of hereditary changes that can drive 

cellular breakdown in the lungs 

development. In calculating effort using 

any of the higher than mentioned 

techniques, the requirement of massive 

datasets with most info concerning the 

project (Ali et al. 2006). Designated 

therapies distinguish and go after specific 

kinds of disease cells with less damage to 

typical cells. As of late, many designated 

treatments have opened up for cutting edge 

cellular breakdown in the lungs and more 

are being developed. This analysis paper 

makes use of machine learning to predict 

the hassle of knowing all the certain 

parameters. Two styles of models of 

predictions are there, one is algorithmic 

and therefore the alternative is non-

algorithmic (Tjong et al. 2022). 

Algorithmic varieties have outlined 

formulae for detection and calculation 

whereas non-algorithmic varieties have no 

outlined formulae for this NSCLC 

purpose.(Bhavikatti et al. 2021; Karobari 

et al. 2021; Shanmugam et al. 2021; 

Sawant et al. 2021; Muthukrishnan 2021; 

Preethi et al. 2021; Karthigadevi et al. 

2021; Bhanu Teja et al. 2021; 

Veerasimman et al. 2021; Baskar et al. 

2021) 

The major limitation is the 

supposition of linearity between 

subordinate factors and free factors. It not 

just gives a proportion of how proper an 

indicator is yet additionally its heading of 

affiliation. It does not rely on any Machine 

learning model that works inside and 

makes predictions. Novel Decision tree is 

one more regulated learning calculation 

which goes under order method 

(Thamilselvan and Sathiaseelan 2016). It 

has three estimating boundaries that are 

data gain, gain proportion and gini list in 

the SCLC and NSCLC. KNN calculation 

is a straightforward directed AI used to 

settle both order and relapse examination. 

Classification of lung cancer through the 

decision tree and KNN and their accuracy 

in this paper profoundly propels every one 

of the patients and the specialists to utilize 

these proposed strategies based on SCLC 

and NSCLC within the healthy industry 

(Yu et al. 2019). The objective of this 

research is to detect lung cancer using 

Decision Tree over KNN to improve 

accuracy and perform comparative studies 

to know the best methodologies. 

 

MATERIALS AND METHODS 

The experiment was conducted in 

Machine Learning Laboratory, Saveetha 

School Of Engineering, Saveetha Institute 

Of Medical And Technical Sciences. In 

this research 2 groups were taken, 1 group 

refers to Decision Tree and the group 2 

refers to KNN.The system, using the 

clincalc website, calculates the sample size 

by setting G-power 80% and measuring it 

as 40 samples (Group 1=20, Group 2=20). 

The sample preparation group 1 is 

done for the Novel Decision Tree 

Algorithm, Novel Decision tree is a tree-

like design, in which the interior hub 

signifying a large set of branches 
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addresses the results of test sets and leaf 

node hubs contain the result of main node 

marks. Many researchers have put a lot of 

effort into improving these weaknesses, 

but the research still needs to be improved. 

This article discusses the basic principle, 

model, advantages and disadvantages of 

the Decision tree algorithm. 

The sample preparation group 2 is 

done for the KNN algorithm. The term 

KNN is used in artificial intelligence and 

machine learning to clear classification 

and regular patterns; we group elements 

that are highly connected together and 

quickly uncover shared properties and 

correlations including SCLC and NSCLC. 

By doing KNN, it is possible to perform 

further data mining activities such as 

clustering, classification, and other data 

mining tasks. 

The Google Colab with Windows 

10.0 system has been used to develop the 

prediction of Lung Cancer. The system 

uses two groups Novel Decision Tree and 

KNN algorithm technique where this 

algorithm is fitted into the dataset of SCLC 

and NSCLC which is then tested and 

trained for the process of estimation and 

detection to improve accuracy, the sample 

dataset is 40. 

The data collection is taken from 

the open source access website IEEE-

dataport.org and datascience.com that is 

used for detection of Lung Cancer using 

Novel Decision Tree over KNN technique. 

The open data set contains 7 columns and 

60 rows.The dataset here the images which 

are specifically CT images that are used 

here are analyzed by the algorithms and 

the algorithms specify the image in its own 

way and chooses the best path fastly and 

shortest whereas Naive bayes algorithm 

split and find the best solution of the 

images. 

Decision Tree 

Novel Decision tree is one more 

administered learning calculation which 

goes under characterization strategy. 

Novel Decision tree is a  plan, where every 

inside center point meaning a test set 

branch tends to the consequences of nodes 

and  test leaf center points contain the 

aftereffect of  the class marks. It has three 

estimating boundaries that are data gain, 

gain proportion and gini file (Kubík and 

Polák 1986). Data gain can be determined 

in light of the entropy (the proportion of 

how much vulnerability in the 

informational index) SCLC, subsequently 

data gain can be characterized as the 

contrast between unique data required 

(entropy of quality prior to parting) 

NSCLC and new necessity (entropy of 

property in the wake of parting) (Bajre et 

al. 2017). In light of the greatest entropy 

that is prior to parting the property is taken 

as the root hub and in the wake of 

estimating the data gain characteristic with 

most noteworthy data gain is chosen as 

parting quality. Data gain goes under ID3 

(Iterative Dichotomies 3) calculation. 

Pseudocode for Decision tree 

Step 1:from sklearn.datasets 

import make_classification 

Step 2:from 

sklearn.model_selection import 

train_test_split 

Step 3:from sklearn.metrics import 

accuracy_score 

Step 4:from sklearn.linear_model 

import DecisionTreeClassifier 

Step 5:nb_samples = 1050 

Step 6:x, 

y=make_classification(n_samples=

nb_samples, 

n_features=2,n_informative=2,   

            n_redundant=0, 

n_clusters_per_class=1) 

https://paperpile.com/c/zRn4bI/US4l
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Step 7:xtrain, xtest, ytrain, ytest = 

train_test_split(x, y,test_size=0.2, 

random_state=32) Step 8:model = 

DecisionTreeClassifier()  

Step 9:model.fit(xtrain, ytrain)  

Step 

10:print(accuracy_score(ytest, 

model.predict(xtest))) 

 

K-Nearest Neighbour (KNN): 

The KNN can rival the most 

reliable models since it makes 

exceptionally precise forecasts (Lu, Zhu, 

and Gu 2014). Consequently, you can 

involve the KNN calculation for 

applications that require high precision yet 

that don't need a comprehensible model. 

KNN might be utilized to foresee chances 

of fostering guaranteed software based on 

observed characteristics of the given 

project which includes SCLC and NSCLC. 

The KNN algorithm at the planning stage 

just stores the dataset and when it gets new 

data, then, at that point, it organizes that 

data into a class that is similar to the new 

data. 

Pseudocode for KNN  

Step 1:from sklearn.datasets 

import make_classification 

Step 2:from 

sklearn.model_selection import 

train_test_split  

Step 3:from sklearn.metrics import 

accuracy_score  

Step 4:from sklearn.neighbors 

import KNeighborsClassifier  

Step 5:nb_samples = 1050  

Step 6:x, y 

=make_classification(n_samples=n

b_samples,n_features=2,n_informa

tive=2,        

            n_redundant=0, 

n_clusters_per_class=1)  

Step 7:xtrain, xtest, ytrain, ytest = 

train_test_split(x, y, test_size=0.2, 

random_state=32)  

Step 8:model 

=KNeighborsClassifier()  

Step 9:model.fit(xtrain, ytrain) 

print(accuracy_score(ytest, 

model.predict(xtest))) 

In the proposed system the training 

and testing of the data is made in the 

google colab and using the spss software 

to predict the graph and also the accuracy 

of the corresponding Novel Decision tree 

and KNN in the process of detecting  Lung 

Cancer. The accuracy of the Novel 

Decision tree should be greater than KNN. 

 

Statistical Analysis 

The analysis was performed using 

IBM SPSS version 21. Independent 

variables project, p_name, year_end etc 

and dependent variables are age, smokes, 

area, alkhol. The proposed algorithm 

iterations were done with some samples 

and existing algorithm iterations were 

done with a sample of 20 and for every 

iteration the resultant accuracy was used 

for analyzing final accuracy  

(Bhuvaneswari and Brintha Therese 2015). 

Independent Sample t-test was performed 

with the values obtained from the 

iterations. There is no significant 

difference in accuracy of the adopted 

algorithms with p-value = 0.001 (<0.05). 

RESULT  

In Table 1, the novel decision tree 

algorithm is better than the KNN 

algorithm. From the lung cancer dataset, it 

is verified that the accuracy of the decision 

tree was much greater than the k-nearest 

neighbor algorithm.  

In Table 2, The decision tree was 

achieved with the mean of 98.06%, 

standard deviation of 0.75218 and the 
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standard error mean of 0.23786. For the 

KNN the mean is 90.73%, standard 

deviation is 0.67100 and standard error 

mean is 0.21219. In Table 3, The 2-tailed 

significance value is smaller than 0.001 

(p<0.05) , proves that our hypothesis is 

best. 

Figure 1, Represents mean 

accuracy of novel decision tree algorithm 

and KNN technique. Decision tree model 

obtained 98.06% accuracy and the KNN 

obtained 90.73% accuracy. The Decision 

tree technique achieved better performance 

than KNN. 

DISCUSSION 

The Novel Decision Tree has 

accuracy of 98.06% which is higher than 

the KNN which has 90.73%  (Blandin 

Knight et al. 2017). There is a 2-tailed 

significant difference in the accuracy for 

the decision tree and KNN is 0.001 (p< 

0.05) by calculating independent sample t-

tests (Pastorino et al. 2003). The dataset is 

taken from the open source access website 

kaggle that is used for lung cancer 

detection along with SCLC and NSCLC 

using Novel Decision Tree over KNN to 

improve accuracy. The open access dataset 

consists of 60 rows and 7 columns. 

In the existing system, the accuracy 

of Decision Tree and KNN are 96.32% 

and 89.12% respectively (Pradhan and 

Chawla 2020).  In the proposed system the 

testing of the data along with the training 

is made in the google colab and using the 

SPSS software to predict the graph and 

also the accuracy of the corresponding 

Novel Decision Tree and KNN. The 

accuracy of Naive Bayes has to be greater 

when compared to Logistic Regression 

(Wajid et al. 2016). 

This analysis paper makes use of 

machine learning to predict the accuracy 

of knowing all the certain parameters. The 

limitation is that the real time dataset with 

more parameters in SCLC and NSCLC 

gives the results of accuracy. In the future 

work, integration of our estimation model 

to any application. It will help better to the 

user to predict the accuracy of the 

corresponding algorithm. Factors affecting 

the algorithms are sample size of the 

dataset and the test size of the dataset. 

Although our proposed algorithm is faster 

and better efficient than other algorithms, 

the reports suffer with a large prevalence 

of lack of methodology without reviewed 

literature reaching the NSCLC threshold 

and to support utilization in SCLC clinical 

practices. Further, this research work can 

be improved by deploying a model that 

increases robustness. 

 

CONCLUSION 

Accuracy of Novel Decision Tree 

(98.06%) performs better than the 

accuracy of KNN (90.73%) in the 

detection of lung cancer. Thereby the 

study focused more on the machine 

learning algorithm of Decision tree. 
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TABLES AND FIGURES 

Table 1. Comparison of prediction of accuracy between Decision Tree and KNN. Decision 

Tree achieved an accuracy of 98.06% compared to KNN, having 90.73%. 

Execution Decision tree            KNN 

                 1                 98.06                 90.74 

                 2                 98.42                 90.24 

                 3                 98.45                 90.42 

                 4                 97.33                 91.33 

                 5                 97.21                 90.11 

                 6                 99.35                 91.29 

                 7                 98.44                 92.21 

                 8                 98.20                 90.22 

                 9                 97.20                 90.45 

                10                 97.30                 90.37 

 

Table 2. Mean value of the Decision Tree is 98.0600 and KNN mean value is 90.7380. The 

table below shows the Decision Tree obtained standard deviation (0.75218) and standard 

error means (0.23786). KNN has standard deviation (0.67100) and standard error mean 

(0.21219). 

Accuracy Algorithm N Means Std 

deviation 

 

Std error 

means 

 

    DECISION 

    TREE 

10 98.0600 0.75218 0.23786 

KNN 

 

10 90.7380 0.67100 0.21219 

Table 3. Independent Samples Test. The accuracy increases and the error rate decreases. The 

2-tailed significance is less than 0.001. 
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 Levene's Test 

for 

Equality of 

Variances 

  

t-test for Equality of 

Means 

 

              

f  

 

 

 

   sig 

 

 

 

 t 

 

df 

 

 

 

Sig. 

(2tailed

) 

Mean 

Diff. 

Std. 

Error 

Differen

ce 

95% Confidence 

Interval of the 

Difference 

Lower Upper 

Equal 

variances 

assumed 

0.529 0.477 22.971 18 0.001 7.32200 0.31875 6.65233 7.99167 

Equal 

variances 

not 

assumed 

  

22.971 17.770 0.001 7.32200 0.31875 6.65171 7.99229 

 

GRAPH  

 
 

Fig. 1. Prediction accuracy for the two algorithms. The accuracy of the Decision Tree is 

better than the accuracy of KNN. X Axis: Naive Bayes vs KNN Y Axis: Mean accuracy of 

detection 土 1SD.  


