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ABSTRACT 

Aim: The aim is to improve and develop a written digit identification to detect practically important issues in 

pattern recognition using Novel Convolution Neural Networks compared with Decision tree. Materials and 

Methods: Handwritten digit recognition is performed using Novel Convolution neural networks algorithm 

Sample size is 66 over decision tree algorithm Sample size is (N=66) with the split size using Table 1 and 

training using G power 80% and testing dataset 70% and 30% respectively. Results: The retrieval accuracy of 

the Novel Convolution Neural Networks classifier is (96.42%) and Decision tree is (72.35%) , There exists a 

statistically insignificant difference between the two groups (p=0.193; p>0.05)`. Conclusion: The work has 

confirmed that the efficiency of the Novel convolution neural network algorithm has given more accuracy value 

in written digit identification when compared to decision tree algorithm using artificial intelligence algorithm. 

 

Keywords: Novel Convolution Neural Networks, Decision Tree, Recognition System, Supervised Learning, 

Multilayer Perceptron, Handwritten Digit. 

 

INTRODUCTION 

Handwritten digit identification is 

referred to as optical digit identification. 

The written digit can be detected through 

Scanners and cameras. The document's 

picture is divided into lines, numerals, and 

individual characters. OCR methods are 

used to recognize each digit (Hand 2020). 

A written digit that can scan. In a 

Multilayer Perceptron, the digits are 

converted into a machine-readable form, 

which can then be used for data processing 

such as editing or searching 

(Bhattacharyya et al. 2020). A written digit 

that can scan a document or picture file 

and then transform it to a machine-

readable form for data processing such as 

editing or searching (Chakraborty et al. 

2021)). In Handwritten digit identification, 

one has to face many difficulties in view 

of various styles of composing various 

groups of people as it's anything but an 

Optical digit identification by using 

Multilayer Perceptron (Liu, Wei, and 

Meng 2020). This exploration gives an 

extensive correlation between various 

Artificial Intelligence and profound clear 

sampling calculations with the end goal of 

written by hand digit identification. For 

this, they have utilized Scalable versions 

of the Support Vector Machine, Multilayer 

Perceptron, and Novel Convolutional 

Neural Network. The exactness, errors, 

and testing-preparation time are used to 

complete the correlation between these 

computations, which is accompanied by 

https://paperpile.com/c/3nQu6p/4QIK
https://paperpile.com/c/3nQu6p/1rGL
https://paperpile.com/c/3nQu6p/1rGL
https://paperpile.com/c/3nQu6p/dIN7
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plots and outlines created using for 

perception. The various algorithms are 

discussed in the literature survey. 

Application ofHandwritten digit 

identification is used in various places that 

can help to recognize systems that are less 

accurate than those found on the internet. 

Lexicons or spelling checkers are used to 

rectify the inaccuracies.  

The handwritten digit identification 

is implemented to help customers with 

nearly 1448 papers published in IEEE 

explorer and 17,300 papers published in 

Google Scholar. Spiking Neural Network 

for Recognition of Handwritten Digits-

Supervised Learning and Network 

Optimization (Kulkarni and Rajendran 

2018). Handwritten digit recognition 

system on convolutional neural networks 

in Multilayer Perceptron (Li et al. 2020). 

Handwritten digit recognition based on 

depth neural network (Hou and Zhao 

2017). Handwritten digit recognition 

system on an FPGA(Si and Harris 

2018).(Parakh et al. 2020; Pham et al. 

2021; Perumal, Antony, and 

Muthuramalingam 2021; Devarajan et al. 

2021; Dhanraj and Rajeshkumar 2021; 

Uganya, Radhika, and Vijayaraj 2021; 

Tesfaye Jule et al. 2021; Nandhini, 

Ezhilarasan, and Rajeshkumar 2020; 

Kamath et al. 2020) 

This study deals with many 

findings from the existing papers on the 

problem of classifying the strokes. In the 

literature survey fewer numbers of trained 

dataset approaches are used which leads to 

a decrease in accuracy. The aim of this 

paper is to train with more data which 

results in increased accuracy with the 

classifier of mean prediction in the written 

digit identification, which is classified into 

two groups as Novel Convolution Neural 

Networks in Supervised Learning, 

compared with the order of other 

algorithms using Decision tree algorithm.  

 

MATERIALS AND METHODS 

The setup with the research has 

been performed in the Data Analytical 

Laboratory of the Department of Computer 

Science and Engineering in Saveetha 

School of Engineering ,Saveetha Institute 

of Medical And Technical Sciences. 

Which hasn't got any ethical approval yet. 

The project mainly depends on two 

algorithms one is for the base and another 

for comparison in Supervised Learning, 

which is classified into two groups like 

Novel Convolution Neural Networks, and 

Decision tree with two samples size of 66 

as shown in Table 1 which is a total of 132 

rows  using G power 80 % ,which is done 

using pretest power of 0.001. 

Convolutional Neural Network 

Convolutional Neural Network is a 

system of feed-forward neural architecture 

used in artificial intelligence. It's a 

standard tool for image recognition. It 

utilizes a multidimensional array to 

represent input data. It works well 

although there is a lot of labeled data. It 

extracts a perceptron from each and every 

part of the input images.It is the layer 

where it contributes to our model. The 

absolute number of provisions in our 

information size is equivalent in relation to 

the number of neurons in the 

layer.Depending on our model and data 

amount, the hidden layer will appear. Each 

layer has a different number of neurons 

that exceeds the number of characteristics. 

Each layer's output is calculated by 

multiplying the learnable weights' output 

for the previous layer of the layers in a 

matrix.The hidden layer's output is then 

passed into a logistic function like sigmoid 

https://paperpile.com/c/3nQu6p/h10j
https://paperpile.com/c/3nQu6p/h10j
https://paperpile.com/c/3nQu6p/tcyJ
https://paperpile.com/c/3nQu6p/PIPF
https://paperpile.com/c/3nQu6p/PIPF
https://paperpile.com/c/3nQu6p/tf29
https://paperpile.com/c/3nQu6p/tf29
https://paperpile.com/c/3nQu6p/Lob0C+TepYQ+kJfsN+9epP7+0Jalp+oLoC1+21LZP+4VEz6+CIb62
https://paperpile.com/c/3nQu6p/Lob0C+TepYQ+kJfsN+9epP7+0Jalp+oLoC1+21LZP+4VEz6+CIb62
https://paperpile.com/c/3nQu6p/Lob0C+TepYQ+kJfsN+9epP7+0Jalp+oLoC1+21LZP+4VEz6+CIb62
https://paperpile.com/c/3nQu6p/Lob0C+TepYQ+kJfsN+9epP7+0Jalp+oLoC1+21LZP+4VEz6+CIb62
https://paperpile.com/c/3nQu6p/Lob0C+TepYQ+kJfsN+9epP7+0Jalp+oLoC1+21LZP+4VEz6+CIb62
https://paperpile.com/c/3nQu6p/Lob0C+TepYQ+kJfsN+9epP7+0Jalp+oLoC1+21LZP+4VEz6+CIb62
https://paperpile.com/c/3nQu6p/Lob0C+TepYQ+kJfsN+9epP7+0Jalp+oLoC1+21LZP+4VEz6+CIb62
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or softmax, which turns it into probability 

scores for each class. 

The pooling layer works similarly to the 

traditional layer because it reduces the 

dimension of the feature of the 

convolution feature. The amount of 

processing capacity required to process the 

data is lowered by lowering the 

dimensionality of the data. It also aids the 

model's training phase by identifying 

rotating and spatial invariant dominant 

features. 

 

 
 

Decision Tree 

The Decision Tree algorithm is part of the 

supervised learning algorithm family. The 

goal of a choice tree is to take in essential 

choice tree rules from past information and 

use them to develop a planning model that 

can predict the target variable's class or 

value. A decision tree has two types of 

variables categorical and continuous. 

The way essential elements are made has a 

big impact on how precise a tree is. For 

characterization and relapse trees, it has its 

own set of rules. It uses a number of 

formulas to divide hubs into at least two 

sub-hubs. It may create the virtue of a hub 

in terms of the target variable and then 

select the split that results in the most 

homogenous sub-hubs. For solving the 

problem, Given training vectors xi ∈ Rn, 

i=1,…, l and a label vector  y ∈ Rl, in 

order to solve a problem, Given xiRn, 

i=1,..., l training vectors and a label vector 

yRl, allow Qm to compare the data at node 

m with the data from Nm samples as 

shown in equation 1. 

Qmleft() and Qmright() subset Qmleft() = 

Qmleft(θ) and Qmright(θ) subset 

Qmleft(θ) = {(x,y) |xj<=tm } Qmright(θ) = 

Qm ∖ Qmlef t(θ)  --------------   (1) 

The quality of a candidate split of node m 

is then computed using an impurity 

function or loss function H(), the choice of 

which depends on the task being solved 

(classification, 

regression)G(Qm,θ)=NmleftNmH(Qmleft(

θ))+NmrightNmH(Qmright(θ)). Choose 

the parameters that will result in the least 

amount of contamination. 

θ∗=argminθG(Qm,θ). Recurse until the 

maximum permissible depth is achieved 

for subsets Qmleft() and Qmright(), Nm m 

is a terminal node, and the predicted probe 

for this region is set to pmk. The following 

are some examples of impurity 

measurements. 

Gini:H(Qm)=∑kpmk(1−pmk)        --------                 

(2) 
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Entropy:H(Qm)=−∑kpmg log(pmk)      

------              (3) 

 

 
The model is tested in the setup of 

hardware requirements as I 5 processor, 

8GB RAM, and 512 SSD ROM is used. 

The software configuration in windows 10 

and Jupiter or google collab and pre-

installed chrome and with the help of 

MSEXCAL. The code ran on a Jupyter 

notebook and the process of testing 

included downloading the required dataset 

to run the code to get an accurate result. 

 

Statistical Analysis 

The statistical software which is 

used for doing analysis in IBM SPSS 

version 22 with 64 bit, which is an analysis 

software which is done by uploading 

dataset to the software which gives the 

output as independent variable test code, 

second the written id, third passage id, and 

fourth the sentence id and dependent 

variables images pixel(0 to 9) with the 

accuracy areas the output for the given 

models CNN and Decision Tree (Bright 

2020). 

 

RESULTS 

For the results, it has been 

observed that the accuracy of the 

NovelConvolution Neural Networks 

algorithm is approximately 96.42% and 

the Decision tree algorithm is 

approximately 72.35%. The accuracy of 

the algorithms differs in decimals when it 

executes them with different sizes as noted 

in Table 1. Both the algorithms were 

executed with different test sizes as noted 

sample size (N=66). The performance of 

the algorithms is compared by using 

Group Statistics such as accuracy and 

Nord in Table 1. From Group Statistics, 

the mean accuracy and standard deviation 

for the Novel Convolution Neural 

Networks algorithm 90.52% and Decision 

tree algorithm are (71.86%). By 

performing statistical analysis of 66 

samples, Novel  Convolution Neural 

Networks algorithm got mean value 90.52 

and its standard deviation with (1.00590) 

standard error (0.12382) while Decision 

tree algorithm obtained mean value 

(71.86) and its standard deviation with 

(0.92320) standard error (0.11364) in 

Table 2. There exists a statistically 

insignificant difference between the two 

groups (p=0.193; p>0.05). An Independent 

sample test was done and compared the 

algorithms and the results standard error 

difference value(0.16806). A bar graph 

was plotted by the results in Fig. 1. The 

experimental results show that the CNN 

algorithm is significantly better than the 

Decision Tree algorithm in Multilayer 

Perceptron. 

 

https://paperpile.com/c/3nQu6p/BKGW
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DISCUSSION 

The analysis of the algorithm has 

been done with Table 2 representing the 

group statistics and Table 3 representing 

the independent variables and bar-graph 

which represents the compassion of two 

algorithms with the accuracy percentages 

of (90.45%) and (71.86%) for CNN and 

Decision tree respectively in Figure 

1.There exists a statistically insignificant 

difference between the two groups 

(p=0.193; p>0.05). 

There are more research, which is 

related to the similar study of proposed 

research where the findings are ”Improved 

handwritten digit recognition using 

conventional neural network” (Ahlawat et 

al. 2020), “Hybrid CNN-SVM classifier 

for handwritten digit recognition” [A 

Choudhary - Procedia Computer Science, 

2020-Elsevier] (Ahlawat and Choudhary 

2020). “Handwritten digit recognition with 

artificial neural network” [KH Tohidual 

Islam, Ghulam Mujtaba, Ram Gopal Raj, 

2017 - (ICE2T) - IEEE] (Islam et al. 

2017), “Design and Implementation of 

handwritten digit recognition system based 

on template method using Scalable 

method” Yang Zhiqi, Fu Kai, 2018 IEEE 

3rd(IAEAC)] (Zhiqi and Kai 2018). 

Some opposing findings were also there to 

find the handwritten digits using Artificial 

Intelligence is that “An adaptive deep Q-

learning strategy for handwritten digit 

recognition” [J Qiao, G wang, w Li, M 

Chen - Neural network,2018- Elsevier] 

(Qiao et al. 2018). The limitation that is 

faced while this project is handwritten 

digit recognition is a big challenge with a 

limited number of attributes. To improve 

the image  attributes feature enhancement  

by using   handwritten  Algorithm gets 

good accuracy. 

 

CONCLUSION 

In the proposed work, the accuracy 

percentage of predicting for Novel 

Convolution Neural Networks 96.42% is 

better than when compared with Decision 

tree 72.35%. The work has confirmed that 

the efficiency of the convolution neural 

network algorithm has given more 

accuracy value in written digit 

identification when compared to decision 

tree algorithm using artificial intelligence 

algorithm. CNN algorithm improved the 

accuracy value. 
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TABLES AND FIGURES 

Table 1: Comparing accuracy values with the different sample sizes. It Represents the 

diabetes prediction, the accuracy of the Convolutional Neural Networks Algorithm (96.42%), 

and the Decision Tree algorithm (72.35%). 
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S.No. Sample Size Convolutional 

Neural 

Networks 

Accuracy(%) 

Decision Tree 

Accuracy(%) 

1 768 96.42 72.35 

2 745 96.23 72.34 

3 715 96.00 72.26 

4 690 95.54 72.13 

5 677 95.23 72.10 

6 656 95.00 72.09 

7 639 95.68 72.32 

8 624 95.89 72.16 

9 615 94.26 72.06 

10 600 94.23 72.01 

11 586 94.16 72.00 

12 571 94.67 71.95 

13 555 94.00 71.86 

14 542 93.25 71.72 

15 530 93.75 71.67 

16 538 93.24 71.80 

17 517 73.16 71.23 

18 516 73.08 71.19 

19 509 73.64 71.09 

20 500 73.04 71 

 

Table 2: The CNN  has 90.52%  method and grouped statistics were compared using group 

statistics for recorded data from simulation for 66 iterations 71.86%. In comparison, the 

Decision tree algorithm has a high level of accuracy. 
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   Algorithm      N     Mean  Std. Deviation Std. Error 

Mean 

Accuracy    CNN    20   90.52    1.00590    .12382 

   DT    20   71.86    .92320    .11364 

 

Table 3:The logged data from the simulation, an independent sample test was performed for 

66 iterations to set the confidence interval to 95% and the threshold of significance to 0.05. 

There exists a statistically insignificant difference between the two groups (p=0.193; p>0.05). 
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Fig. 1: Performance comparison between CNN(96.42%) and Decision tree(72.35%). The 

mean precision of CNN and the standard deviation of DT is better than CNN. X-axis CNN 

Vs DT algorithm Y-axis Mean precision. Error Bar +/-1 SD, Error Bar 95%. 


