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ABSTRACT 

AIM: The desire is to predict phishing attacks to obtain sensitive  information from innocent users using SVM 

compared with Random Forest algorithms to improve accuracy. Materials and methods: Two groups such as 

SVM compared  with Random Forest algorithms are applied. The total number of samples examined using this 

suggested technique is 110 pictures. Here in this sample dataset, 125 photos (70 percent) were used as a training 

sample and 30% as a testing dataset. Experiments were carried out for N=20 iterations for the SVM and 

Random forest algorithm. Computation processes were executed and verified for exactness. SPSS was used for 

predicting significance value of the dataset considering G-Power value as 80%. Results: Random forest 

algorithm demonstrates a high accuracy for Phishing attack detection, and significantly higher recognition rate 

of 90.54 (p=0.043). Conclusion: This article focussed on  machine learning methods that are used to detect 

phishing attacks. The descriptive statistical findings reveal that the Random forest algorithm detects phishing 

assaults more accurately than the SVM. 
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INTRODUCTION 

The method in which stealing of personal 

data such as login id, passwords by the 

attackers is called a phishing attack. 

Meanwhile, there are some inescapable 

security issues on the Internet, such as 

phishing, harmful software, and privacy 

revelation, that have already gravely 

affected users. Phishing is not restricted to 

traditional channels such as email, Text, 

and pop-ups (Sindhu et al. 2020). While 

the advent of mobile internet and social 

media provided consumers with ease, they 

were also used to spread phishing, such as 

QR code phishing (Xu 2017). The main 

advantages of the Novel Random Forest 

algorithm are it can perform both 

regression, classification tasks and it can 

handle large datasets. Google maintains a 

continually updated blacklist of harmful 

websites (Spirin 2014). Users can use 

Google's Private Browsing mode APIs to 

validate the security of URL links. The 

reasoning for this is that harmful URLs or 

site pages have features that set them apart 

from legal websites. The applications of 

novel random forest algorithms include 

banking information and health care (Hou 

et al. 2017). 

The number of exploration papers 

published in IEEE Xplore is 10, while 

Google researchers discovered around 

1200 publications. Current Conventional 

Machine Learning Methods for site 

https://paperpile.com/c/1EOme8/uICE
https://paperpile.com/c/1EOme8/hoFe
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Detection extracts statistical characteristics 

from URLs and Server or extracts relevant 

characteristics from web pages such as 

layout, CSS, text and then classifies these 

characteristics (Tu 2020). Sites generally 

replicate authentic website URLs by 

modifying or adding certain characters 

(Kadam 2021). The Internet also brings  

unavoidable security vulnerabilities, such 

as phishing, malware, and privacy 

disclosures, which have seriously 

threatened users (Mulligan 1999). Phishing 

is no longer restricted to traditional means 

like email, SMS messaging, and popups. 

While an increase from mobile internet 

and social media provides facilities for 

users, it is also  used to spread scams 

(Patil, Rane, and Bhalekar 2017). Google 

provides blacklists of malicious websites 

which are consistently updated. Phishing is 

no longer restricted to traditional means 

like email, SMS messaging, and popups. 

This is because malicious  URLs or web 

pages have certain distinguishable 

characteristics. The best method to protect 

ourselves from these phishing assaults is to 

see one of them (Christodorescu et al. 

2007). (Bhavikatti et al. 2021; Karobari et 

al. 2021; Shanmugam et al. 2021; Sawant 

et al. 2021; Muthukrishnan 2021; Preethi 

et al. 2021; Karthigadevi et al. 2021; 

Bhanu Teja et al. 2021; Veerasimman et 

al. 2021; Baskar et al. 2021) 

 

To overcome the drawbacks of the 

blacklisted heuristic method based method, 

many security researchers have now turned 

to machine learning techniques. Many 

algorithms in machine learning use 

historical data to make decisions or 

predictions about future data. The 

algorithm uses this method to reliably 

discover sites, including zero-hour sites, 

by analyzing multiple banned and valid 

URLs and their functioning (Furnell and 

Dowland 2010). The objective is to 

improve theaccuracy in the recording of 

phishing attacks detection by using 

Machine Learning Analytics. 

 

MATERIALS AND METHODS 

The suggested work is studied at the Image 

Processing Laboratory, Department of 

Computer Science and Engineering, 

Saveetha School of Engineering. The 

number of study groups is 2. Random 

Forest is in group one, and SVM is in 2 

groups. The sample size was generated 

using clinical analysis, with 10 sample 

sizes estimated per group and a total of 20 

samples using the sample size calculator, 

with a confidence interval of 90.54, an 80 

percent pretest power, and a ratio of 1 as 

the enrollment ratio. 

 

Random Forest Algorithm 

In bootstrapping, the attributes and the 

data sample  are randomly selected by 

substitution to form a single tree. The 

random forest algorithm selects the correct 

ones for similar classification and decision 

tree algorithms. Each tree in the forest 

predicts a target value, then an algorithm 

calculates the value for each predicted 

target. Rather than using an individual tree 

that contains all of the data and features, 

this strategy uses a random selection of 

attributes and training data from the given 

sets to produce a series of tree models. The 

output of the random forest is calculated 

based on the results of the decision trees. 

Each model gives a classification for the 

new data. 

 

SVM 

The SVM should give a regularization 

coefficient each time. The SVM technique 

includes a dependent variable that can be 

https://paperpile.com/c/1EOme8/Y3mz
https://paperpile.com/c/1EOme8/TGB2
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https://paperpile.com/c/1EOme8/ef8Y
https://paperpile.com/c/1EOme8/ef8Y
https://paperpile.com/c/1EOme8/8HiWQ+w6Orn+t037u+WgyeY+BPPWn+qDS5X+5WgPS+Qde0X+QbimE+YV4oS
https://paperpile.com/c/1EOme8/8HiWQ+w6Orn+t037u+WgyeY+BPPWn+qDS5X+5WgPS+Qde0X+QbimE+YV4oS
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https://paperpile.com/c/1EOme8/8HiWQ+w6Orn+t037u+WgyeY+BPPWn+qDS5X+5WgPS+Qde0X+QbimE+YV4oS
https://paperpile.com/c/1EOme8/8HiWQ+w6Orn+t037u+WgyeY+BPPWn+qDS5X+5WgPS+Qde0X+QbimE+YV4oS
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given in  binary values which means 

output. For example, it can apply when we 

need to determine the probability of  

positive or no events. The same technique 

is used here with the  additional sigmoid 

function. SVM are the most commonly 

used basic forms of regression. SVM is 

used while the structured variable is non-

stop and the character of the road 

regression is linear. Regression is a 

method for predicting the value of a 

numeric response variable from one or 

more predicted factors. There are different 

forms of regression such as linear, 

multiple, logistic, polynomial, etc. SVM is 

a statistical analysis technique used in 

machine learning to predict the value of 

data  based on previous observations in a 

data set. The better the algorithm should 

predict the rankings within the data sets. 

SVM may also help with data preparation 

by allowing data sets to be saved in a 

preset repository during the extract, 

transform, and load process. This model 

allows us to get a probability that users of 

a particular website  will click on certain 

ads using machine learning. 

 

Statistical Analysis 

SPSS software version 21 The dataset is 

created using a variety of samples, and the 

accuracy values acquired from the dataset 

are used by both methods. The categories 

are labeled as accurate and are noted in the 

statistical tool's data and variable displays. 

The data is an independent variable and 

accuracy is a dependent variable. 

 

RESULTS 

Table 1 shows the comparison of  

Descriptive Statistical analysis between 

Random Forest Algorithm and svm with 

Minimum, maximum, mean, standard 

Deviation. We discovered that our model 

predicts the outcome of the final result 

extremely well after examining the results. 

Table 2 illustrates the Group Statistical 

Analysis of the Random Forest Algorithm, 

which has a mean accuracy of 90.54 and 

SVM has an accuracy of 86.50. Table 3 

displays the Independent sample analyses, 

which compares mean accuracy and 

homogeneity. Significant value for 

homogeneity is 0.043. The findings clearly 

show that the Random forest algorithm 

performs better than the svm since it has 

more accuracy. 

Figure 1 shows mean accuracy between 

Random Forest Algorithm and SVM. The 

findings clearly show that the Random 

Forest Algorithm, with the greatest 

accuracy value of 90.54, outperforms the 

SVM, which has a low accuracy score of 

86.50. 

 

DISCUSSION 

This proposed model exceeds the results of 

the students during 3 semesters. All events 

benefit from the training and validation 

suite's optimal outcomes and accuracy. 

Finally, the model achieved the perfect 

result and the best precision with the 

Random Forest algorithm and SVM with 

an accuracy of 90.54 and 86.50. If all 

variables are considered, then the precision 

might be greater. 

When compared to earlier efforts, this 

model allows us to get the greatest results 

(Cui 2019). Any other research article that 

does not conflict with the result of our 

finding(Sonowal 2021). Here we have 

done comparative study between novel 

random forest algorithms and SVM 

(Vrbančič, Fister, and Podgorelec 2020). 

The novel random forest algorithm 

accuracy value will be close to 100% for 

any ideal detection algorithm (Timm and 

Perez 2010). Our goal is not only to 

https://paperpile.com/c/1EOme8/gupx
https://paperpile.com/c/1EOme8/qu8z
https://paperpile.com/c/1EOme8/p10Q
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identify websites but also to  improve their 

performance targeted domains (Silva and 

da Silva 2017). 

This model's shortcoming is that it only 

works for one curriculum. Tapping on a 

link in an email can give up the 

information and arrangement of an 

association to an attacker. The input and 

output data will also change. 

 

CONCLUSION 

In this research, it shows the accuracy of 

the Random Forest algorithm has better 

mean accuracy approximately 90.54 in 

comparison with SVM which has accuracy 

of 86.50 which leads to convenient 

detection of phishing attacks. The review 

of prior research publications also 

demonstrates that the Random Forest 

method outperforms the SVM in terms of 

accuracy. 
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TABLES AND FIGURES 

Table 1. Comparison, Descriptive Statistical analysis between Random Forest Algorithm and SVM 

with Minimum, maximum, mean, standard Deviation. 

           N   Minimum   Maximum       Mean Std.Deviation 

  Groups 20 1 2 1.50 0.513 

 Accuracy 20 82 95 88.52 3.633 
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Table 2. Group Statistical analysis of Random Forest Algorithm (mean accuracy of 90.54) and SVM 

(mean accuracy of 86.50) with Sample size, Mean, Standard deviation, Standard Error Mean. 

 

   Groups N Mean Std.Deviation Std.Error Mean 

Accuracy  RF 10 90.54 3.101 0.981 

 SVM 10 86.50 3.028 0.957 

 

Table 3. Independent Samples T test for Random Forest Algorithm and SVM considering variance 

and statistical significance of 0.043 considering accuracy. 

  Levene's Test 

of Equality 

   T Test 

for 

Equality 

of means 

 95% confidence 

into Differences 

  F Sig t df Sig 

(2-

tailed

) 

Mean 

differenc

e 

Std Error 

Difference 

Lower Upper 

Accuracy Equal 

Variances 

assumed 

0.004 0.043 2.950 18 0.001 4.043 1.370 1.164 6.922 

 Equal 

Variances 

not 

assumed 

  2.950 17.9

90 

0.001 4.043 1.370 1.164 6.922 

 

 
Fig. 1. Bar chart represents the comparison of mean accuracy of svm and Random forest algorithm. 

Comparison of Random forest algorithm and SVM in terms of mean accuracy. The mean accuracy of 

the Random Forest algorithm is 90.54 and SVM with 86.50. X-Axis: RF vs Y-Axis: SVM and the 

Mean accuracy of detection is ±1SD. 

 


